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SAB-R2000A

Ordering Information

Type Ordering code | Package Description

SAB-R2000A-12-A | Q67120-C552 | C-PGA-145 | 32-bit RISC Processor, 12.5 MHz
SAB-R2000A-16-A | Q67120-C494 | C-PGA-145 | 32-bit RISC Processor, 16.67 MHz
SAB-R2000A-20-A | Q67120-C517 | C-PGA-145 | 32-bit RISC Processor, 20 MHz

Introduction

The SAB-R2000A is a high-performance micropracessor architecture implemented as a
full-custom CMOS VLSI chip which achieves 20 VAX 11/780 mips average at 16 MHz. It
is a single chip microprocessor that consists of two tightly-coupled 16 MHz units. The first
is a full 32-bit RISC CPU. The second unit is a System Contrel Processor (CPO) that
integrates the functions needed to keep the CPU from idling for memory access (Memory
Management) and/or for Interrupt and Exception handling. The System Control Processor
contains a Translation Lookaside Buffer (TLB) and control registers to efficiently support a
virtual memory system, as well as all the control logic to realize separate caches for
instructions and data. This architecture permits a dual-cache bandwidth of up to

200 Mbytes/second at 16 MHz using standard SRAM devices. It is possible for up to
three external coprocessors (including the SAB-R2010A floating point accelerator) to be
coupled with the SAB-R2000A. The synchronous coprocessor interface generates all the
addresses and manages the memory interface control.
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SAB-R2000A

Figure 1
Logic Symbol Pin Names
Int#(5:0) p— Data(31:0) Data Bus
K> Data(at:0) DataP(3:0) Even Parity for Data Bus
g::g*gvs — K> DataP(3:0) AdrLo(15:0) | Low Adress Bus
Xom
Clk2 X Hdp } Clocks Tag(31:12) Cache Tag and High Adress Bus
CIk2 % Phi > AdiLol(150}  Tagp(2:0) Even Parity over TagV and Tag Bus
TagV Tag Validity Indicator
Reset# Synchronous Initialization
DClk# M— > Tag(31a2) Y ——
DRd — CpSync# Coprocessor Synchranization
Dwr Cache T : i
o Cache > TagP(2:0) Run# Processor in Run or Stalt State
IRd Exc# Exception
le— TagV
e CpBusy# Coprocessor Busy
CpCond(3:0) | Coprocessor Condition
XEn# A ——— Reset#
SysOut# BusError# Bus Error
AccTy(2:0) WrBusy# Write Busy for Main Memory
MemRd# Memory -~ CpSync# RdBusy# Read Busy for Main Memory
Memived " interface |[—— Run# MemWr# Main Memory Write
RdBusy Coproc, {|—— Exc# y
WrBusy# Interface ||, CpBusy# MemRd# Main Memory Read
CpCond{0) «—— CpCond(3:1} .
Bus Errort ] AccTy(2:0) Access Type
Power Supply SysQut# System Clock Qut
]‘ T XEn# Read Enable {Read Buffer)
GND Vg DWr Data Cache Write Enable
IWr Instruction Cache Write Enable
DRd Data Cache Read Enable
MPL0O0798 _
IRd Instruction Cache Read Enable
DClk# Data Cache Latch Enable
ICIk# Instruction Cache Latch Enable
Note: "#" signifies an active low signal. Int#(5:0) Interrupt Bus
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SAB-R2000A

Pin Configurations

Figure 2

C-PGA-145 (Top View)
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SAB-R2000A

Pin Definitions and Functions

Symbol Pin Number Input (I) Function
Output (O)

Data(31:0} Q4,P8.Q7,Q5, [1/1O A 32-bit bus used for all instruction and data
P5,P5,Q3,N5, transmission among the processor, caches,
P1,P4,Q2,P2, memory interface, and coprocessors.
N3,N2,L3,M2,

K1,N1,M1 L2,
K2,J1,J3,H3,
F2,H1,H2,G1,
G2,F3,D1,E2

DataP{3:0) |N6M3,J2E1 [I/O A 4-bit bus containing even parity over the data

bus.

Tag(31:12) |[L14,L15J14, (IO A 20-bit bus used for transferring cache tags and

J13,K15,.15, high addresses between the processor, caches,
H14,H15,F15, and memory interface.
G14,F14,E14,
D15,G15,D14,
E13,B15,D13,
C13,B14

TagV N15 o] The tag validity indicator

TagP(2:0) K14,G15,C14 |I/O A 3-bit bus containing even parity over the

catenation of TagV and Tag31:12.

AdrlLo A7,A6,B7B5, |0 A 16-bit bus containing byte addresses used for
(15:0) A4 ,A3,B4,C5, transferring low addresses from the processor to
B3,A2,C4,C2, the caches and memory interface.

B1,D2,E3,C1

IRd P12 8] Read enable for the instruction cache.

IWr P13 O Write enable for the instruction cache.

ICIk# Q13 o] The instruction cache address latch clock. This

clock runs continuously.

DRd N11 Q The read enable for the data cache.

DWr Q14 0 The write enabie for the data cache.

DClk# P11 O The data cache address latch clock. This clock

runs continuously.
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SAB-R2000A

Pin Definitions and Functions (cont'd)

Symbol

Pin Number

input(l)
Qutput (O)

Function

AccTy(2:0)

Lt3.M14,P15

0

A 3-bit bus used to indicate the size of dala being
transferred on the data bus, whether or not a data
transter is occurring, and the purpose of the
transfer. The run encoding of the Access Type is
itlustrated in the table below.

AccTy(2) AccTy(1:0) size

1 XX no transaction
00 byte
01 half ward
10 tribyte
1 word

o|lolo| o

MemWr#

N12

Signals the occurrence of a main memaory write.

MemRd#

N13

Signals the occurrence of a main memory read.

BusError#

B12

Signals the occurrence of a bus error during a
main memory read or write.

Run#

N14

Indicates whether the processor is in the run or
stall state.

Exc#

Q8

Indicates that the instruction about to commit state
shouid be aborted.

SysOut#

Q11

A reflection of the internal processor clock used to
generate the system clock.

CpSync#

P14

A clock which is identical to SysQut# and used by
coprocessors for timing synchronization with the
CPU.

RdBusy

Ci

The main memory read stall termination signal. In
most system designs RdBusy is normally asserted
and is deasserted only to indicate the successful
completion of a memory read. RdBusy is sampled
by the processor only during memary read stalis.

WrBusy#

A13

The main memory write stall initiation/termination
signal.
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SAB-R2000A

Pin Definitions and Functions (cont’d)

Symbol

Pin Number
144-Pin

input (l)
Output (O)

Function

GpBusy#

B11

The coprocessor busy stall initiation/termination
signal.

CpCond
(3:0)

A10,A0,B8 A8

A 4-bit bus used to transfer conditional branch
status from the coprocessors to the main
processar.

Int#(5:0)

A12,C10,B10,
A11.B9,C9

A 6-bit bus used by the memory interface and
coprocessor to signal maskable interrupts to the
processor. It is also used to specify the
processor’'s mode during Reset. The Table below
summarizes the mode selectable features.

Y Cycle Modes Z Cycle Modes
Phase 1 | Phase 2 | Phase 1 Phase 2

inter-
rupt#

Int#(0)
Int#(1)
Int#(2)
Int#(3)

Reserved | Reserved |Reserved |BigEndian#
Reserved | Reserved | Reserved |Tristate#
Reserved | Reserved | Reserved |NoCache#
Reserved | Reserved | Reserved |Bus
DriveOn
Phase
DelayOn#

Phase Asserted#

DelayOn#

Int#(4) | Phase

DelayOn#

int#(5) | Reserved | Reserved | Asserted# R2000Md

CIk2 X Sys

P9

The master double frequency input clock used for
generating SysOut#,

Clk2 X Smp

Q1o

A double frequency clock input used to determine
the sample point for data coming into the
processor and COprocessars.

Clk2 xRd

P10

A double frequency clock input used to determine
the enable time of the cache RAMs.

Clk2 x Phi

Q9

A double frequency clock input used to determine
the position of the internal phases, phase1 and
phase2.

Reset#

Al4

Synchronous initialization input used to force
execution starting from the reset memory address.
Reset# must be deasserted synchronously but
asserted asynchronously. The deassertion of
Reset# must be synchronized by the leading edge
of SysOut.
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SAB-R2000A

Pin Definitions and Functions (cont'd)

Symbol

Pin Number
144-Pin

Input (l)
Output (O)

Function

GND13-0

C6,C7.C12.
F13.G13,
K13.M13,
N10,Ng,
Q6,N4,K3,
G3.D3

Ground

Veo14-0

A1,C3,A5,C8,
A15,E15H13,

M15.Q15,
Q12,N8.N7,
Q1.L1.F1

Power Supply (+ 3 V)

Resvd4-0

B13.B6.82,
P7.P3

Reserved
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SAB-R2000A

Functional Description

The SAB-R2000A consists of two integrated processors - a RISC CPU and a System
Control Processor (CPD). Figure 3 is a block diagram of the SAB-R2000A which shows
the functions incorporated within it.

Figure 3
Functional Block Diagram

CPO Control CPU

(System Control Coprocessor) @

Master Pipeline / Bus Control

f;

C 1
1 10 1 i
Exception / Control General Registers
Registers (32x32)
Memary ALU
Management Local
Unit Registers Control Shitter (32-bit)
Logic o
Translation Multiplier/Divider
Lookaside Address Adder
Butfer
(64 entries) PC Increment’Mux

AN
T? Virtual Page Number/Virtual Address @

L ]

— Q

U y U

Tag(20 + 4) AdrLo(16) Data(32 +4)

- J
Y

Physical Address MPB00800
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SAB-R2000A

Basic Architecture

On the right hand side of figure 3 is the CPU datapath that implements the 5-stage
pipeline, which will be explained shortly. The datapath consists of a stack of functional
units including 32 General Registers, ALU, 32-bit Shifter and an autonomous Multiply
Divide unit. An Address Adder and Increment MUX for the PC generate instruction and
data addresses alternatively at double the basic clock rate. This is necessary so that the
SAB-R2000A can access both the Instruction and Data caches in a single CPU cycle,
due to the multiplexed Data bus.

On the left of figure 3 is the System Control Processor (CP0). It's major element is a fully
associative 64-entry Translation Lookaside Bufter (TLB), which translates a 20-bit virtual
page number into a physical page frame number in a clock phase. As well as address
translation the System Control Coprocessor also manages the exception handling and
error recovery, the exlernal cache interface. the memory control interface and the
external coprocessor interface. 1t also incarporates on-chip tag comparators, parity
generators and checkers.

Integer CPU

Pipeline Architecture

The execution of a single SAB-R2000A instruction consists of five primary steps or pipe

stages.

(1) IF Instruction Fetch:
Access the TLB and transiate the instructions virtual address ino its physical
address to read an instruction from the I-cache. Note that the instruction s
not actually read into the processor until the beginning (phase 1) of the RD
pipe stage. Refer to figure 4.

(2) RD Register Felch'Instruction Decode:
Read any required operands from the CPU registers while decoding the
instruction.

(3) ALU ALU Operation:
Perform the required operation on instruction operands..

(4) MEM  Memory Access.
Access memory {D-cache) if required (for a Load or Store instruction).

(5) WB Writeback:
Write back ALU results or value loaded from D-cache to the register file.

Each of these steps requires approximately one CPU cycie as shown in figure 4 (parts of
some operations lap over into anather cycle while other operations require only 1 2
cycle).
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SAB-R2000A

Figure 5
Execution Sequence of an Instruction

Phase1’2 1‘21‘21‘2

] e
s L\ L\ S

IF RD ALU MEM WB

ICACHE D QP wB

RF ova | DTLE DCACHE

wva | LB

%.Y__—J

one cycle MPT00801

ICACHE . Instruction Cache Access
ID . Instruction Decode
RF :  Register Operand Fetch
OP :  Operation (ALU/Shift)
VA - Instruction Virtual Address Calculation
ITLB . TLB Access for Instruction
DVA . Data Virtual Address Calculation
DTLB :  TLB Access for Data
DCACHE - Data Cache Access
WB - Write Back to Register File
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SAB-R2000A

Figure 5
Overlapped execution of 5 instructions.
SAB-R2000A Instruction Pipeline
{5-deep}
IF RD ALU MEM WB
IF RD ALU MEM WB
<: IF RD ALU MEM WB
Instruction
Flow IF RD ALU MEM WB
IF RD ALU MEM WB
Current
CPU
Cycle MPADDE02

The SAB-R2000A uses a 5-stage pipeline to achieve an instruction execution rate
approaching one instruction per CPU cycle. Thus the executions of five instructions at a
time are overlapped as shown in figure 5. This pipeline operates efficiently because
different CPU resources (address and data bus accesses, ALU operations, register
accesses and so on) are utilized on a non-interfering basis. As figure 6 illustrates there is
not only parallelism due to pipelining but also parallelism within the execution of a single
instruction.

The clock cycle is divided into two phases. To access the external instruction and data
caches (ICACHE, DCACHE) requires 1 cycle, as do major internal operations (OP, DA,
IA). Instruction Decode (ID) is simple enough to occur within one phase, overlapped with
Register Fetch (RF). Instruction address calculation and translation (IA) also overlaps
Instruction Decode and Register Fetch, it consists of instruction virtual address
calculation (IVA see figure 4) and TLB access for instruction address translation (ITLB).
The Instruction address calculation and translation that is performed in the present
instruction is for the second instruction following the present instruction, as shown in
figure 6 (i.e. 1A in Instr. O is for Instr. 2).
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SAB-R2000A

Figure 6
Instruction Pipeline Dependencies
phase | 12| 1|2 |12 ]2]1]2]1]2]
N AYAVAWAWAWAWN
instr. 0:] ICACHE ID op e
RF DA DCACHEe WwB
1A (2) ® 1 i Operand bypass
1l B! l for zero delay
1 x !
L t
Instr. 1: ICACHE: | 1D oP !
y| RF pa || bcacHE | we
NEYE) !
Branch Al 14 Load Delay (1 cycle)
Delay » 3
Instr. 2: {1 cycle) ICACHE ID oP
RF DA DCACHE | WB
1A (4)
Instr. 3: ICACHE ID GP
RF DA DCACHE | wWB
1A {5}
MPTD0803
IA : Instruction address calculation and translation
DA : Data address calculation and translation
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SAB-R2000A

IA is performed here especially so that a branch, for example, at Instr. 0 in figure 6 can
address the ICACHE access of Instr. 2 (see dotted line A), i.e. one cycle latency. What
happens is that after the condition has been evaluated {i.e. for a conditional branch),
either PC + 2 or the Branch Target address is MUXed to the IF stage of the second suc-
ceeding instruction (again dotted line A). This means that if the branch is taken the
branch target address is the address of Instr. 2. On the other hand, if the branch is not
taken, PC +2 (i.e. two sequential instructions after the current PC) is the address of
Instr. 2. Data address calculation and translation {DA) is similar to 1A. Similarly, a load at
Instr. 0 fetches data that are immediately used by the OP of Instr. 2 (dotted line C). while
an ALU/Shift result gets passed directly into Instr. 1 with no delay (dotted line B). This
tight caupling between instructions makes for a highly efficient pipeline. Note that the 1A-
ICACHE and DA-DCACHE cycles are displaced by one phase, so that the corresponding
TLB and cache accesses can be interleaved on a single set of buses (see also figure 4).

As shown the SAB-R2000A uses a number of techniques internally to enable execution of
all instructions in a single cycle, such as bypassing between instructions in the pipeline to
keep the latency of branches and memory references to 1 cycle and to allow ALU resuits
to be used in the succeeding instruction. However, there are two categories of
instructions whose special requirements could disturb the smooth flow of instructions
through the pipeline:

e Load instructions have a delay. or latency. of one cycle before the data being loaded
is available to another instruction.

e Jump and Branch instructions also have a delay of one cycle while they fetch the
instruction and target address if the branch is taken.

The SAB-R2000A continues execution despite the inherent 1-cycle delay. Loads, Jumps
and Branches do not interrupt the normal flow of instructions through the pipeline, i.e. the
pipeline is not stalled. The processor always executes the instruction immediately follow-
ing one of these "delayed instructions". Instead of having the processor manage these
pipeline delays, the SAB-R2000A turns over the responsibility for dealing with "delayed
instructions" to software. Thus the assembler must insert an appropriate instruction
immediately following a "delayed instruction”. It also has the responsibility of ensuring
that the inserted instruction has no dependencies relating to the "delayed instruction™. In
the SAB-R2000A architecture anly multi-cycle delays (e.g. waiting for SAB-R2010A
results, MUL/DIV results, etc.) are handled by hardware interlocks - 1-cycle delays, as
described, are handled much more efficiently by software for ail implementations (thus
guaranteeing scalability).
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SAB-R2000A

CPU Registers

There are 32 general purpose 32-bit registers, two 32-bit registers that hold the results of
integer multiply and divide operations, and a 32-bit program counter as shawn in figure 7.

Figure 7
CPU Regqisters

a1 General Purpose Registers

rQ (hard wired to zero)
r1
re

29
r30
r31 (link register)

31 Multiply/Divide Registers 0

HI
LO

31 Program Counter

PC

MPAD0804

The 32 General Purpose Registers are treated symmetrically, with two exceptions - r0 is
hardwired to a zero value, and r31 is the link register for Jump And Link instructions.
Register r0 may be specified as a target register for any instruction when the result of
the operation is discarded. The register maintains a value of zero under all conditions
when used as a source register.

The two Multiply/Divide registers (HI, LO} store the double-word, 64-bit result, of multiply
operations or the quotient and remainder of divide operations.
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SAB-R2000A

The Program Counter contains the current virtual address of the next instruction to be
executed.

There is no condition code register. If an instruction generates a condition, the corres-
ponding flags are stored in a general purpose register. This means that the pipeline is
freed of any special mechanisms to by-pass condition codes, interlock onthem, or abort
writing them on exceptions. Instead the methads already implemented to deal with re-
gister-value dependencies are employed. Further, conditions mapped onto the register
file are subject to the same compile-time optimizations in allocation and reuse as other
register variables.

There is also no Program Status Word (PSW) register - the functions traditionally pro-
vided by a PSW are instead provided in the Status and Cause registers incorporated
within the CP0. CPQ has a number of special purpose registers that are used in conjunc-
tion with the memory management system and during exception processing. These will
be explained in the CPQ section.

Data Formats

The SAB-R2000A defines signed/unsigned 32-bit words, 16-bit half-words and 8-bit bytes.
The byte ordering is configurable either little-endian (IAPX x86%, NS32000°, DEC VAX®) or
big-endian (MC680x0®, IBM 370°) byte ordering. Hence it is compatible with existing
databases generated by machines that access bytes in either order.

Bit 0 is always the least significant (rightmost) bit, thus bit designations are always little-
endian {although no instructions explicitly designate bit positions within words). Figures 8
and 9 show the ordering of bytes within words, and the ordering of words within multiple-
word structures for the big-endian and little-endian conventions.

Special instructions are provided for addressing words that are not aligned on 4-byte
(word) boundaries (Load/Store-Word-Leit/Right; LWL, LWR, SWL, SWR). These
instructions are used in pairs to provide addressing of misaligned words with one
additional instruction cycle over that required for aligned words.

iAPX x86° is a trademark of INTEL

NS32000° is a trademark of National Semiconductor
DECVAX® is a trademark of Digital Equipment Cooperation
MC680x0° is a trademark of Motorola Inc.

IBM 370° is a trademark of IBM Cooperation
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SAB-R2000A

Figure 8

Addresses of Bytes within Words: Big Endian

e Least significant byte is at lowest address.
e Word is addressed by byte address ot least

significant byte.

Word
Higher 31 24 23 16 15 8 Address
Address 8 9 10 11 8
ﬂ 4 5 6 7 4
Lower 0 1 2 3 0
Address
e Most significant byte is at lowest address.
¢ Word is addressed by byte address of most
significant byte. MPAGOB05
Figure 9
Addresses of Bytes within Words: Little Endian
Word
Higher 31 24 23 16 15 8 Address
Address 11 10 9 8 8
ﬂ 7 6 5 4 4
Address

MPADOB06
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SAB-R2000A

Addressing

The SAB-R2000A uses byte addressing, with alignment constraints for half-word and
word accesses; half-word accesses must be aligned on an even byte boundary and word
accesses must be aligned on a byte boundary divisible by four. Any attempt to address a
data item that does not have the proper alignment causes an alignment exception. As
said earlier special instructions are provided for addressing words that are not aligned.

The SAB-R2000A supports only cne addressing mode - base register plus a signed
16-bit offset, which covers the most commen case in High Level Languages and is very
fast. The assembler, however, synthesizes some additional addressing modes to present
more traditional addressing capabilities to the assembly language programmer.

Instruction Set Overview

All SAB-R2000A instructions consist of one 32-bit word. There are only three instruction
formats {immediate, jump and register) as shown in figure 10.

The single instruction length simplifies instruction fetch and decode and eliminates the
overhead for instructions crossing word and page boundaries within the memory hier-
archy, thereby simplifying the interaction of instruction fetch with the virtual memory
management unit. The three instruction formats ensure that opcodes and register des-
criptors are always found in the same bit locations. This enables register fetch to proceed
in parallel with operation decode on all instructions, which is exactly what happens in the
RD pipestage. More complicated (and less frequently used) operations can be
synthesized by the compiler using sequences of simple instructions.

The SAB-R2000A instruction set can be divided into the following groups:

® Load/Store instructions move data between memory and general registers. They are
all I-type instructions, since the only addressing mode supported is base register plus
16-bit, signed immediate offset. These are the only instructions which access memory.

¢ Computational instructions perform arithmetic. logical and shift operations on values
in registers. They occur in both R-type (both operands and the result are registers)
and I-type {one operand is a 16-bit immediate value) formats.

e Jump and branch instructions change the control flow of a program. Jumps are always
to a paged absolute address formed by combining a 26-bit target with four bits of the
Program Counter (J-type format, for subroutine calls) or 32-bit register addresses
(R-type, for returns and dispatches). Branches have 16-bit offsets relative to the
Program Counter (I-type). Jump and Link Instructions save a return address in
Register 31.

e Coprocessor instructions perform operations in the coprocessors. Coprocessor
Loads and Stores are I-type. Coprocessor computational instructions have co-
processor-dependent formats (see SAB-R2010A data sheet).
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SAB-R2000A

e Coprocessor 0 instructions perform operations on the System Control Coprocessor
(CP0) registers to manipulate the memory management and exception handling
facilities of the processor.

e Special instructions perform a variety of tasks, including movement of data between
special and general registers, system calls and breakpoint. They are always R-type.

A detailed summary of the instruction set is provided in the Instruction Set Summary

section.

Figure 10

Instruction Formats

[-Type {Immediate)

31 26 25 21 20 16 15 0
ap rs rt immediate
J-Type {(Jump)
31 26 25 0
op target
R-Type {Register)
31 26 25 21 20 16 15 11 10 6 5 0
op rs ri rd shamt funct
MPAOQ807
where:
op : is a 6-bit operation code
rs . is a 5-bit source register specifier
rt . is a 5-bit target (source/destination) register or branch condition
immediate - is a 16-bit immediate, branch displacement or address displacement
target . is a 26-bit jump target address
rd . is a 5-bit destination register specifier
shamt : is a 5-bit shift amount
funct : is a 6-bit function field
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System Control Coprocessor

The SAB-R2000A CPU supports up to 4 coprocessors (designated CPO through CP3),
which are tightly coupled co-execution units that share a single instruction stream with the
CPU. The System Cantrol Coprocessor (CP0), is incorporated on the SAB-R2000A chip
and supports the virtual memory system and exception handling functions (traps, inter-
rupts, memory and internal operation faults) of the SAB-R2000A. CPO incorporates a 64-
entry TLB plus the registers shown in figure 11.

Figure 11
The CPO Registers

Memory Management & Exception Handling
EntryHi EntryLo Status Cause
Register Register Register -Register
63
TLB Index Context ERPC
(Translation Register Register Register.
Lookaside Buffer) - - b -
7 R U Rt R s SRR I
("Safe” entries) Random BadVvA | | PRIl
0 (See Random Reg.) Register - Register - . Register
MPAO0808
Used with Virtual Memory System.
Used with Exception Processing.

The virtual memory system is implemented using a TLB and a group of programmable
registers as shown in figure 11. The other registers shown are used to perform the ex-
ception handting capabilities. Table 1 provides a brief description of each register. In this
table the number of each register is given. Logically the registers are numbered from 0 to
31. The numbers not contained in the table are unused.
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Table 1

System Control Coprocessor (CP0) Registers

Register Description Number
EntryHi High half of a TLB entry 10
EntryLo Low half of a TLB entry 2
Index Programmable pointer into TLB array

Random Pseudo-random pointer into TLB array

Status Mode, Interrupt enables, and diagnostic status info 12
Cause Indicates nature of last exception 13
EPC Exception Program Counter 14
Context Pointer into kernel's virtual Page Table Entry array 4
BadVA Most recent bad virtual address 8
PRId Processor revision identification 15

Access to these registers and CPQ specific instructions (e.g. MTCO) may be restricted by
setting CP0 to an "unusable" state (see status register). When the processor is executing
in Kernel made the usability of CPO is ignored, i.e. it is always considered usable. This
means that requests to manipulate CP0 from Kernel mode are always granted. However,
it is possible for the Kernel to grant unrestricted access to CPO registers by setting it to a
usable state. Kernel and User modes are described in the next section.

Memory Management System

The SAB-R2000A has an addressing range of 4 Gbytes. Since most systemsimplement
physical memory sizes under 4 Gbytes, the SAB-R2000A's virtual memory system logi-
cally expands the available physical memory space by translating addresses composed
in a large virtual address space into the physical memory space. All mapping is per-
formed by the TLB in CP0O. The TLB is fully associative and maps 64 4-Kbyte pages,
sharable among user processes with minimal context-switch overhead, due to the PID
(Process Identifier) number associated with each TLB entry.

Operating Modes

There are two operating modes in the SAB-R2000A, the Kernel mode and the User
mode. The processor normally operates in User mode until an exception is detected
forcing it into Kernel mode. It remains there until a Restore From Exception (rfe)
instruction is executed.
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Figure 12
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Address mapping is different for Kernel and User modes. The User mode address space
is a subset of the Kernel mode ‘address space - i.e. the current User process owns a
linear 2 Gbyte address space that is included in a 4 Gbyte Kernel address space.

Figure 12 shows the virtual-to-physical memory map for both User mode and Kernel
mode segments.

User Mode Virtual Addressing

When the processor is operating in User mode, a single, uniform virtual address space
(kuseg) of 2 Gbytes is available to the current user process. All valid User mode virtual
addresses have the most significant bit cleared to 0 - i.e. address references above
Ox7FFFFFFF (Ox means hex in a "C" type notation) cause an Address Error exception.
All references to kuseg are mapped through the TLB, which also controls the cacheability
of an access (the N-bit in a TLB entry). In Kernel mode, references to kuseg are treated
just like User mode references, streamlining Kernel access to User data. Kuseg is
typically used to hold all User code and data, and the current User process typically
resides here, plus shared libraries in systems that have them.

Kernel Mode Virtual Addressing
In Kernel mode, three distinct virtual address spaces (in addition to kuseg) are available.

Kernel Cached, Unmapped - kseg0:

This segment is 512 Mbytes long starting at 0x80000000. References within kseg0 are
direct-mapped onto the first 512 Mbytes of physical address space, use cache memory,
but do not use TLB entries. That is to say that the physical address selected is defined
by subtracting 0x80000000 from the virtual address {in order to directly map it into the

first 512 Mbytes of physical memory). Typically some Kernel data and some of its exe-
cutable code are kept here.

Kernel Uncached, Unmapped - kseg1:

Kernel segment kseg1 begins at 0xa0000000 and is alsc 512 Mbytes long. Like ksegO it
is direct-mapped onto the first 512 Mbytes of physical address space using no TLB entries.
That is to say that the physical address selected is defined by subtracting 0xa0000000
from the virtual address. Unlike kseg0, it uses uncached references. An operating system
typically uses kseg1 for I/O registers, ROM code and disk buffers.

Kernel Mapped - kseg2:

This segment is 1 Gbyte long, beginning at 0xc0000000. Like kuseg, it uses TLB entries
to map virtual addresses to arbitrary physical ones, with or without caching (N-bit in a
TLB entry). Operating systems typically use kseg2 for Kernel stacks andpre-process data
that it must remap on context switches, for User page tables (memory maps), and some
dynamically allocated data areas.
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Figure 13

TLB EntryLo & EntryHi Registers

TLB EntryHi Register

63 44 43 38 37 32
VPN PD | O
20 6 6

VPN : Virtual Page Number. Bits 31. .12 of virtual address.

PID : Process ID field. A 6-bit field which lets multiple processes share the TLB
while each process has a distinct mapping of otherwise identical virtual
— page numbers.

B : Reserved. Currently ignores writes, returns zero when read.

TLB EntryLo Register

31 12 1110 9 8 7 0
PEN NID |V |G 0
20 11 1 1 8

MPAQ0B10

PFN : Page Frame Number. Bits 31. .12 of the physical address. The SAB-R2000A
maps a virtual page to the PFEN.

N . Non-cacheable. If this bit is set, the page is marked as non-cacheable and
the SAB-R2000A directly accesses main memory instead of first accessing
the cache.

D . Dirty. If this is set, the page is marked as "dirty” and therefore writable. This

bit is actually a "write-protect” bit that software can use to prevent alteration
of data. If an entry is accessed for a write operation when the D bit is
cleared, the SAB-R2000A causes a TLB Mod trap. The TLB entry is not
modified on such a trap.

VvV : Valid. If this bit is set, it indicates that the TLB entry is valid; otherwise, a
TLBL or TLBS Miss occurs.
G . Global. If this bit it set, the SAB-R2000A ignores the PID match requirement

for valid translation. In kseg2, the Glabal bit lets the kernel access all
: mapped data without requiring it to save or restore PID (Process ID) values.
0] : Reserved. Currently ignores writes, returns zero when read.
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Virtual Memory Control

A high level description of the address space has been given - now the low-level details
of the virtual memory system shall be discussed. The following registers which will be
described are used for virtual memory control.

EntryHi and EntryLo:

This register pair and a single TLB entry have the same format, and so are described
together. These two registers provide the data pathway {i.e are a buffer) through which
the TLB is read, written or probed. When address translation exceptions occur, thesere-
gisters are loaded with the relevant information about the address that caused the excep-
tion. EntryLo is the natural form of a Page Table Entry (PTE), however, since PTE’s are
always loaded by system software, not by the SAB-R2000A hardware, an operating
system can use another format for memory resident PTE’s. The register pair is illustrated
in figure 12, a TLB entry is equivalent te the concatenation of these two registers.

Index Register:

The Index register is a 32-bit, read/write register, which has a 6-bitIndex field. This field
runs from O to 63, indexes an entry in the TLB and is used as a subscript to read or write
any TLB entry. The high-order bit shows the success or failure of a TLB Probe (tibp} In-
struction. Figure 14 shows the format of the Index register.

Figure 14
Index Register

31 30 14 13 8 7 0

1 06 | index | 0

1 17 6 8

MPAQO811
P . Probe failure. Set to 1 when the last TLBProbe (tlbp) instruction was
unsuccessful.
- Index to the TLB entry that will be affected by the TLBRead and TLBWrite

instructions.

: Reserved. Currently ignores writes, returns zero when read.
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Random Register:

The Random register is a 32-bit register, which has a 6-bit Randomfield whichindexes a
random entry in the TLB. The Random field is decremented every machine cycle, but is
constrained to the range from 8 to 63. It is used to speed uppseudo-random TLB refill
under Operating System control. The TLB Write Random (tlbwr} instruction is used to
write the TLB entry that this register indexes. The first 8 entries (0 to 7) in the TLB are
"safe" entries (see figure 11) because a "tlbwr™ instruction can never replace the con-
tents of these entries. Typically these 8 entries are reserved by the Operating System.

The contents of this register can be read to verify proper operation of the process (not
normally required). To further simplify testing, the Random field is set to a value of 63
when the SAB-R2000A is reset. Figure 15 illustrates the Random register.

Figure 15
The Random Register

31 14 13 8 7 0
: Q 7 Random 0
18 6 8

MPAQD812

Random : A random index {with a value ranging from 8 to 63) to a TLB entry.

0| : Reserved. Currently ignores writes, returns zero when read.
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Virtual Address Translation

During virtual-to-physical address translation, the processorcomparesthe PID (Process
Identification) number and the highest 20 bits (the VPN) of the virtual address to the
cantents of the TLB. Figure 16 illustrates the TL8 address translation process.

Figure 16
TLB Operation
Current
Process ID Address
313029 12 11 0
5 0 ,
VPN Offset Virtual
I:: ] — j y — - Address
Oxx  kuseg
100 ksegO
101 ksegl
11x  kseg2
PID VP Flags PFN
63 —
62 —
61 —
60 —
N CAM .
« |+ (Content Addressable . RAM
I Memory) .
3 —
2 —
1 _.._._._'
Q —
n[p[v]aG l
4 . J[ Y 1}
[ Physical
31 16 15 12 11 o Address
(. v— L 2 v A
T Adrl
Note: CAM +RAM=TLB a9 drio MPDO0E13
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A virtual address matches a TLB entry when:

e the Virtual Page Number (VPN) field of the virtual page address matches the VPN
field of the TLB entry and,

e either the Global (G) bit of the TLB entry is set, or the PID field of the virtual address
(as held in the EntryHi register} matches the PID field of the TLB entry.

While the Valid (V) bit of the TLB entry must be set for a valid translation to take place, it
is not involved in the determination of a matching TLB entry.

If a TLB entry matches, the physical address and access control bits (N, Dand Vyarere-
trieved from the matching TLB entry. Otherwise a TLB miss (reference to kseg2), or a
UTLB miss (reference to kuseg) exception occurs. Ifthe Vbitis notset,a TLBmissexcep-
tion is taken. Finally, if the access is a Write and the Dirty (D} bit is not set, a TLB modifi-
cation exception occurs. If the Non-cacheable (N) bit is set, the physical address that is
retrieved is used to access main memory, bypassing the cache.

Exception Handling System

The term exception is used for any infrequent or exceptional event that causes the pro-
cessor to make a temporary transfer of control from its current process to another pro-
cess that services the event. There are two mainclasses of exceptionsinihe SAB-R2000A:

e machine exceptions, such as program traps, overfiow and address translation
exceptions.

e external asynchronous exceptions, which include six maskable external hardware
interrupts, bus error and reset.

There are eight interrupts available, the hardware generates six and software two.

The exception handling system is responsible for efficiently handling relatively infrequent
events, such as TLB misses, arithmetic overflow, l/Q interrupts and system calls. On detec-
tion of an Exception the SAB-R2000A suspends the normal sequence ofinstructionex-
ecution; the processor exits User mode and is forced into Kernel mode where it can
respond to the exceptional event. These events interrupt the normal execution flow by
aborting the instruction which causes the exception and all those following in the pipeline
which have already begun execution. The Exception Program Counter (EPC) is loaded
with the appropriate restart location where execution should resume after the exception
has been serviced. The restart location in the EPC is the address of theinstruction which
caused the exception or, if the instruction was executing in a branch delay slot, the ad-
dress of the branch or jump instruction immediately preceding the delay slot. The
SAB-R2000A then performs a direct jump into a designated handler routine.

A minimal amount of state is saved in the CPO registers in order to facilitate the analysis
of the cause of the exception, the servicing of the eventwhich causedit, andthe resump-
tion of the ariginal flow of execution.
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The pipelined nature of the SAB-R2000A complicates the exception handling system.
Exceptions which occur late in the pipeline effectively necessitate aborting instructions
which have already begun execution but which logically should execute after the
exception handling routine. Even taking this into account all SAB-R2000A exceptions are
precise. That is, each exception is handled in a way that reflects serial completion of all
instructions prior to the exception; the instruction which causes it and all those that follow
are aborted and can be re-executed after servicing the exception. What this means
(referring to figure 17) is that for example when an exception occurs in the ALU stage of
Instr. 2, that Instr. 3 and 4, which have already started execution in the pipeline, do not
alter the state of the machine so that execution may always properly resume after
servicing the exception. Precise exception handling is shown in figure 17.

Figure 17
Precise Exception Handling
Preceding
Instr.1: [ IF RD || ALu [ [MEM|] wB g‘fé?lﬁg%ﬂs
Instr.2: | JiF RD ALU
Instr.3: IF RD (l\fl.gnsl;rtr?itt?ed

EPC:=PC, B

OLD: = PREV?, .

FC: = EV (nstr.4: IF I !

Instr.EV: | IF RD ALU | | MEM wB
Exception Delay Instr EV + 1 F 2D ALU EM

MPAQ0814

) Refer to KU and |E bits of Status Register
EV: Exception Vector
EPC:. Exception PC

Even though the machine is relatively deeply pipelined, exceptions are reported
synchronously, so that all exceptions for a particular instruction are reported prior to
exceptions for its succeeding instructions. Said another way, all exceptions are reported
as if the processor was not pipelined.
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There is only a one-cycle delay from when an exception occurs to when the exception
handling routine is started (i.e. reaction time}. This can be seen in figure 17, i.e. an
exception occurs in the ALU cycle of Instr.2 (e.g. Overflow) and one cycle later the first
instruction of the servicing routine is started (i.e. instr.EV}. This can be seen on the AdrLo
bus for an Interrupt exception as is shown in figure 18. In the cycle after Int# (indicating
an external interrupt exception) has been asserted the Exception Vector (EV) address is
on the address bus.

Figure 18

Interrupt Exception Latency
Phase1‘21‘21l21|21‘2
Clock 4 [ - —L—\JL

I wd I ua
Run Run Run Run Run
AdrLo XD-2X 1 XD-1X 12 XD-OX 13 Y D1 4 X%D-ZX EV J(
Int# \
MPTQ0815

Where:
D-n is the Data Transaction for instr. n
In is the Instruction Fetch for Instr. n
% means an incorrect datum.
EV Exception Vector
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There is also an associated exception latency. This depends on how late the exception
occurs in the pipeline. The exception latency can be 0-3 cycles in duration. It is the num-
ber of instructions which were aborted, that had already begun execution in the pipeline
but which logically should execute after the exception handling routine - as discussed
earlier. The concept of Exception latency is illustrated in figure 19.

Figure 19
Exception Latency

IF —L RD ALU K | MEM | WB

IF RD ALU MEM wB
< IF RD ALU || MEM || wB
Instruction
Flow N IF RD ALU MEM wB
| IF RD ALU MEM WB
0- 3 cycle latency
MPAQDG16

Exception Types

Table 2 lists each of the exception types which are handled by the processor, giving a
short description of each.

There are only 3 exception vectors provided, one for Reset and one for UTLB miss ex-
ceptions (0xbfc00000 and 0x80000000 respectively), each of the remaining exceptions
causes execution to resume at the General exception vector {0x80000080). When the
BEV bit of the Status Register is set, the UTLB miss exception vector address is changed
to Oxbfc00100 and the General exception vector address is changed to Oxbfc00180.
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Table 2

SAB-R2000A Exceptions

Maskable

Exception

Mnemonic

Cause

Exception
Vector

NO

YES

Reset

Reset

Assertion of SAB-2000A’s Reset
signal causes an exception that
transfers control to the special vector
at virtual address 0xbfc00000.

0Oxbfc00000

UTLB miss

UTLB

User TLB miss. A reference is made
(in either User mode or Kernel mode)
to a page in kuseg that has no
matching TLB entry.

0x80000000
or
Oxblc00100

TLB miss

TLBL (load)
TLBS (store)

A referenced TLB entry’'s Valid bit
isn't set or there is a reference to a

kseg? page that has no matching TLB

entry.

TLB modified

Mod

During a slore instruction. the Valid bit

is set but the Dirty bit is not set.

Bus Error

IBE
{instruction)
DBE {daila)

Assertion of the SAB-R2000's

BERR# signal due to such external
events as bus timeout, backplane bus
parity errors, invalid physical
addresses or invalid access types.

Address
Error

AdEL (load)
AdES (store)

Attempt to load, fetch, or store an
unaligned word; that is, a word or
halfword at an address nat evenly
divisible by 4 or 2, respectlively. Also
caused by reference to a virtual
address with most significant bit set
while in User mode

0x80000080
or
Oxbfc00180

Overflow

Ovf

Two's complement overflow during
add or subtract.

System call

Sys

Execution of the syscall instruction.

Breakpoint

Bp

Execution of the break instruction.

Reserved
Instruction

RI

Execution of an instruction with an
undefined ar reserved major
operation code (bits 31..26), or a
special instruction whose minor
opcode (bits 5..0} is undefined.

Coprocessor
Unusable

CpU

Execution of a coprocessor

instruction when the CU (Coprocessor

Usable) bit is not set for the target
coprocessor.

Interrupt

Int

Assertion of one of the SAB-R2000A’s

six hardware interrupt inputs or
sefting of one of the two software
interrupt bits in the Cause register.
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The Exception Handling Registers

The CPO registers shown on the right of figure 11 contain information that is related to
exception processing. Software can examine these registers during exception processing
to determine such things as the cause of an exception, and the state of the CPU at the
time of an exception. Two other registers, the Index register and the Random register,
described in the Memory Management System section, may also contain usetul infor-
mation when handling exceptions related to virtual memory errors.

Cause Register:

The contents of this 32-bit register describe the last exception as shown in figure 20. The
ExcCode field indicates the reason for the exception as listed in table 3. The remaining
fields indicate pending external interrupts (IP}), pending software interrupts (Sw), which, if
any, coprocessor was found unusable (CE), and the occurrence of an exception in a
branch delay slot {(BD}. All bits in the register, excluding the Sw bits, are read only. The
Sw bits can be written into, to set or reset software interrupts.

Figure 20
Cause Register

31 29 28 27 16 15 109 87 65 21 0
BD|O|CE| 8 | P50 |Sw| 0| ExcCode |0
1 1 2 12 6 2 2 4 2
MPADOB 17
BD : Branch Delay. Set to 1 if last exception was taken while executing in a
branch delay slot.
CE : Coprocessor Error. Indicates the unit number referenced when a
Coprocessor Unusable Exception is taken.
IP . Interrupts Pending. Indicates the external interrupts that are pending.
IP[5..0] = Interrupt [5..0]
Sw : Software Interrupts. Indicates which of the two software interupts are

pending. This field may be written into to set or reset software interrupts.
ExcCode : Exception Code field. Described in table 3.

0 : Reserved. Currently ignores writes, returns zero when read.
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Table 3
Cause Register ExcCode Field

Number Mnemonic | Description

0 Int External interrupt
1 MOD TLB modification exception
2 TLBL TLB miss exception {Load or instruction fetch)
3 TLBS TLB miss exception {Store)
4 AdEL Address error exception (Load or instruction fetch}
5 AdES Address error exception (Store)
6 IBE Bus error exception {for an instruction fetch)
7 DBE Bus error exception (for a data load or store)
8 Sys Syscall exception
9 Bp Breakpoint exception

10 RI Reserved Instruction exception

11 CpU Coprocessor Unusable exception

12 Ovf Arithmetic overflow exception

13-15 - reserved

Exception Program Counter Register (EPC):

On exception, this register records the address to where processing should be resumed
after an exception has been serviced. The EPC register contains the virtual address of
the instruction which was the cause of the exception; when that instruction is in a branch
delay slot, the EPC contains the virtual address of the immediately preceding branch or
jump instruction. The EPC register format is shown in figure 21.

Figure 21
EPC Register

31 0
EPC
32

MPADQ818
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Status Register:

The Status register is a read/write register that contains the Kernel'User mode, interrupt
enable and diagnostic state of the processor, i.e. it contains all major machine status bits.
All bits in the Status register, excluding TS which is read only, are readable and writable.
Figure 22 shows the format of the Status Register.

Figure 22
Status Register

31 2827 2322 21 20 19 18 17 1615 87 6 5 4 3 2 1 0
cu [ leev]|Ts|PE|cMm | Pz |swec|isC IntMask

(CUBCUD) i :0 .L -) B -) ') ’) -) Intr5.0 Sw1.0 o KUo | IEo KUp iEp Klc | IE¢
4 5 1 1 ] 1 1 1 1 8 2 1 1 1 1 1 1

MPAOOS19
1 indicates primary use 1s for diagnostics and testing.

Ccu . Coprocessor Usability. These bits control usability of the four possible
coprocessors: Cu3. Cu2. Cul, and Cu0. If a CU bitis set( = 1), thatcoproces-
sor is usable.

1 BEV . Bootstrap Exception Vector. If set to 1. causes the SAB-R2000A to use the
alternate, bootstrap vectors for UTLB Miss and general exceptions.

ITS © TLB Shutdown. Set ta 1 if SAB-R2000A has disabled TLB due to catastrophic
error. Cleared only by Reset.

1PE : lIjarity Error. Setto 1 if cache parity error occurs. Reset by writing a 1 1o this

it.

1CM . Cache Miss. Set to 1 if most recent D-Cache load resulted in a miss (only
when the D-Cache is isolated).

TPZ . Parity Zero. When set to 1, causes zero to replace normal outgoing parity bits.

15wC . Swap Caches. Controls switching of control signals for I-Cache and D-Cache.

HsC . Isolate Cache. When set to 1, isolates D-Cache from main memory system.

IntMask - Interrupt Mask. When a bit is set to 1. the corresponding hardware interrupt
[Intr# 5..0] or software interrupt [Sw1..0] is enabled.

KUo : KernellUser mode, old. Set to 0 if Kernel, 1 if User.

IEo : Interrupt Enable, old. Set to 1 to enable. 0 to disable.

KUp . Kernel'User mode, previous. Set to 0 if Kernel, 1 if User.

IEp . Interrupt Enable, previous. Set to 1 to enable. 0 to disable.

Kuc . Kernel'User mode, current. Setto 0 if Kernel, 1if User.

IEc . Interrupt Enable, current. Set to 1 to enable, 0 to disable.

0 : Reserved. Gurrenily ignores writes. returns zero when read.
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The Status register contains a three level stack (current, previous, and old) of the Kernel/
User mode bit (KU) and the Interrupt Enable (lE) bit.

When an exception is taken the stack is pushed, i.e. the current Kernel/User mode (KUc)
and current interrupt enable mode {IEc) bits are saved into the previous mode bits. The
previous mode bits (KUp and IEp) are saved into the old mode bits (KUo and |Eo). The
current mode bits are cleared to cause the processor to enter Kernel mode and turn off
interrupts. This three level set of mode bits allows the SAB-R2000A to respond to two
levels of exceptions before software must save the contents of the Status register. figure
23 shows how the mode bits are pushed when an exception is taken.

Figure 23
Status Register and Exception Recognition
5 4 3 2 1 0

KUo | IEo | KUp | IEp |KUc | IEC

Exception recognition // / 0
4 ¢

KUo | IEo |KUp| IEp |KUc | 1EC

MPAQ0B20

When an exception handler has completed execution the processor must return to the
system context that existed prior to the exception. This is achieved by the Restore From
Exception (rfe) instruction. The rfe instruction, when executed, pops the three level stack,
i.e. the previous mode bits (KUp and IEp) are restored into the current mode bits (KUc
and IEc). Likewise, the old mode bits (KUo and IEo) are restored into the previous mode
bits. The old mode bits themselves remain unchanged. The actions of the rfe instruction
are illustrated in figure 24.

Figure 24
Restoring from Exceptions

KUo | IEo |KUp| lEp |KUc| IEC

The rie Instruction

KUo{ IEo |KUp| IEp |KUc} IEc

MPA00821
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Bad Virtual Address Register:

The BadVAddr register saves the entire bad virtual address for any addressing exception;
AdelL or AdeS. Figure 25 shows this register format.

Figure 25
BadVAddr Register

K3 0

Bad Virtual Address

32 MPAC0S22

Context Register:

The Context register contains a pointer to the current user process’s page map, located
in kseg? (kernel-mapped). It is designed for use in the UTLB miss handler, which loads
TLB entries for normal user mode references.

The BadVPN field is not writable, it holds the VPN from the most recent virtual address
for which the translation was invalid (i.e. an address exception). The 19-bit BadVPN field
contains bits 30...12 (user segment Virtual Page Number) of the BadVAddr register. Bit 31
is excluded, because the UTLB miss handler is only invoked on user segment references
whose highest virtual address is Ox7FFFFFFF.

The PTEBase field is writable as well as readable and indicates the base address of the
page map of the current user address space. This register is implemented for the
convenience of the Operating System. Figure 26 shows the format of the Context
register.

Figure 26
Context Register

31 21 20 2
PTEBase BadVPN

11 19 2
MPAQ0823

PTEBase : Holds the base for the Page Table Entry (set by software).

BadVPN : Holds the failing Virtual Page Number (set by hardware). This field is
read-only and contains bits 30..12 {user-segment VPN) of the
BadVAddr register.

: Unused; ignored on writes, zero when read.
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Processor Revision Identifier Register:

This 32-bit read only register contains information that identifies the implementation and
revision level of the Processar and System Control Coprocessor. The format of the regis-
ter is shown in figure 27.

Figure 27
Processor Revision Identifier Register

PRId Register

31 16 15 8 7 0
gt o Imp Rev
16 8 8
MPAQO824
Imp . Implementation identifier.
Rev : Reuvision identifier.
0 . Reserved. Currently ignores writes, returns zero when read.

Memory System Hierarchy

The high performance capabilities of the SAB-R2000A processor places stringent de-
mands on the memory system configuration. In order to achieve the goal of an instruction
execution rate of one instruction per CPU cycle, the SAB-R2000A demands a memory
bandwidth of 128 MBytes/second at 16 MHz from the memory system configuration. The
memory system requirements can be seen in figure 28.

This high memory bandwidth is realized by a high performance memory hierarchy which
centers on the use of external caches. Separate data and instruction caches are imple-
mented, and the processor alternates accesses of the two caches during each CPU
cycle - thus 2 words/CPU cycle, as shown in figure 28, are accessed. Both caches are
physical as opposed to virtual, and ,may vary in size from 4 to 64 Kbytes each depending
on the performance required, and are implemented using standard SRAM devices.

The update policy employed is a write-through policy, which simplifies the data con-
sistency problem between cache and main memory. All data that is written to the data
cache is also written out to main memory. Write buffers capture this data from the
SAB-R2000A at CPU clock rates and then update main memory at its slower clock rate —
therefore not stalling the processor. A simplified diagram of the high performance
memory system is shown in figure 29.

Siemens Aktiengesellschaft 368



SAB-R2000A

Figure 28
Memory Bandwidth
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Figure 29
An SAB-R2000A System with a High-Performance Memory System
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Instruction
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Data
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Processor Interface

The SAB-R2000A supports interfaces to external caches, main memory and coproces-
sors. Figure 30 illustrates the external interfaces of the SAB-R2000A processor.

Figure 30
Processor Interface
Data Bus Data Bus ata Bu,
—1ag Bus | Tag Bus L TagBug
Adrlo B AdiioB
Rl <7
Tag Adrlo Data
TagV DataP
TagP
Trans- Trans-
parent |C|k# DC|k# #{ parent
Latch Latch
1Adr DAdr
SAB-R2000A
SN SN2 NSNS
Data Tag IAdr DAdr Tag Data
(15:2) (15:2)
Instruction Data
Cache Cache
QE# IRd DRd p| OE#
WE# IWr DWr WE#
AAVAYS Clk2 x Sys N
Clk2 x Smp 1
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SysOut Clk2 x Phi 3
E ACCTV(Z:D) Reset#
MemRd#
CpSync# Copracessors
Memory MemWr# Run# P
interface RdBusy Exc#
WrBusy# CpBusy#
CpCond(0) CpCond(3:1)
BusError# Ir#(5:0)
I Hardware
Interrupis
MPDO0D827
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External Cache Interface

As described earlier the SAB-R2000A supports separate caches for instructions and data.
As was seen in figure 3 the physical address coming out of the TLB is split across the
external buses; AdrLo (16 bits) and TAG (20 bits plus valid and 3 parity bits). The caches
are addressed by the 16 bit address bus AdrLo. Since AdrLo presents byte addresses
and the caches are organised as words, its least significant 2 bits are not used by the
caches. The most significant four bits of AdrLo bus are identical to the least significant
four bits of the TAG bus but are output with AdrLo timing. This overlap allows cache size
to vary with implermentation (i.e. from 4 to 64 Kbytes).

The processor interleaves accesses to the two caches on the AdrLo, Tag and Databuses.
Instruction fetch begins with AdrLo (IAd) clocked threcugh a transparent latch by IClk#
during phase 2 of a machine cycle, and continues until Data (lin) and Tag (ITin) are la-
tched on the chip at the end of the next phase 1. This is shown in figure 31. In the dia-
gram the |Adr and DAdr buses are latched versions of AdrLo - refer also 1o figure 30.

Figure 31

Cache Interface Operation

Phase 1 2 1 2

Instr.: LOAD STORE

Data: lin Din lin Dout

Tag: ITagin DTagin Tagin DTagOut
AdrLo: DAd IAd DAd IAd

IAdF: I1Ad IAd IAd

DAdr: DAd DAd

o\ [\ [
DRd#: \ ,

DWr#: \ /

lin:

Din:
Dout;

| Tagin:

D Tagin:
D Tagout:

DAd:
tAd:
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IDRd#:

DWr#:

Instruction in

Data in
Data out

nstruction Tag in

Data Tag in
Data Tag out

Data address
Instruction address

Transparent fatch
enable

instruction Data
read enable

Data write
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Similarly, data fetch begins with AdrLo (DAd) clocked by DClk# during phase 1, and
completes with Data (Din) and Tag {DTin) latched on the chip at the end of phase 2.
During data stores, all three buses are outputs from the chip to the cache and memory
interface. The AdrLo (DAd) is transmitted during phase 1 and the Data (Dout) and Tag
(DTagout) during phase 2. The memory interface combines AdrLo and Tag to generate
the full 32-bit real address for main memory access. Refer to figure 31 for details.

The cache interface integrates all circuitry that wouid normally be required between a
processor and raw cache RAMS, such as the control lines for cache write and tristate
output enables which are all generated on chip.

Note: Partial word stores such as Store byte and Store halfword are written directly to
memory and the associated word in the cache is invalidated.

Memory Interface

The memary interface which is shown on the bottom left of figure 30 contains several
signals which synchronize memory access events. MemRd# and MemWr# are asserted
on cache miss {i.e. main memory read access initiated) and store respectively. The
access type, i.e. byte, half word, tribyte, and word transfers are determined by the
AccTy2:0 bits.

The principal supporting mechanism for main memory operatiens is the processor stall
cycle. Main memory stalls occur when loads miss in the cache or when stores are bloc-
ked by the write buffer. RdBusy and WrBusy# control the termination and initiation of the
stalls when the cache misses or the write buffer is full. BusError# warns of memory
access errors such as parity error or bus timeout. The memory interface can also support
system configurations where one or both caches are missing.

External Coprocessor Interface

The external coprocessor interface is illustrated on the bottom right of figure 30. It is
designed to support the SAB-R2010A floating point accelerator, in what is called a tightly
coupled interface, and up to two additional copracessors. External coprocessors are
connected to the Data bus only. During each cycle in which a valid Instruction-Data pair
is on the bus, the coprocessors accept an Instruction. The coprocessors decode the
Instruction in parallel with the main processor and, if it is a coprocessor Instruction, one
of the coprocessors will praceed to execute the Instruction. A coprocessor candition
(CpCond) signal, one for each coprocessor type, allows the main processor 10 branch on
a coprocessor condition set up by a previous operation. Any coprocessor can assert
CpBusy to stall the main CPU when a coprocessor instruction is issued while the copro-
cessor in question still has the required functional unit busy with an earlier operation. The
SAB-R2000A asserts Run# to advance operations in the coprocessors. When Run# is
deasserted in the n th cycle, coprocessors disregard the Instruction-Data pair presented
in the n-1th cycle. The assertion of Exc# (Exception) indicates that the SAB-R2000A is
taking an exception. CpSync# is used for timing synchronization between the SAB-
R2000A and the coprocessor.
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System Configuration

Due to the flexible interfaces of the SAB-R2000A it can be used in a variety of system
configurations, ranging from high-end Workstations and parallel processors to low-end
embedded control applications.

A high performance system configuration, which is suitable for high-end computing
applications, is shown in figure 32.

The main components of this system, along with the SAB-R2000A, are separate In-
struction and Data caches (64Kbyte each) and the SAB-R2010A Floating Point Accele-
rator. Main memory consists of DRAM. When a 16 MHz SAB-R2000A and SAB-R2010A
are used in conjunction with 30ns SRAMs this system can deliver 12 VAX mips. Such
system configurations are employed in high-end UNIX Workstations.

The SAB-R2000A is not only suited to high-end computing applications, it is also well
suited to provide cost effective solutions for embedded control applications. The
SAB-R2000A may be used to design systems with different degrees of performance. This
can be achieved by varying the cache size (4 to 64 Kbyte each), the number of primary
caches (0, 1 or 2), the /O system configuration and the frequency the system will run at.
There is a 512 Mbyte unmapped uncached region in the Address Space organisation
(see the Memory Management System section} which can be used for a slow main
memory interface when a cache is not implemented. There are also two other
possibilities to implement a system without a cache

(a) cause a cache miss all the time; this can be achieved by having an external
register, which upon cache access requests by the processor returns a deasserted
Valid bit {i.e. invalid cache entry}.

(b) Have the Operating System mark every page as uncacheable in the page table/TLB
by setting the "N" {Non-cacheable) bit in the TLB entry. This should be done for
both Kernel and User.

An example of a cost effective system configuration for a deterministic real time
embedded application is illustrated in figure 33.
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Figure 32

Solution for High-End-Computing Application
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Figure 33
Solution for a Predictable Real Time Controller System
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It is extremely difficult to apply the normal cache solution here due to the deterministic
requirement. The SAB-R2000A can be configured so that a deterministic behaviour can
be guaranteed. The technique employed is to use the synchronous bus {cache interface)
to drive SRAMs where they preform the function of local main memory. The system
configuration illustrated here is an example of a real time system with predictable res-
ponses of external and internal events, minimum context switch overhead and with a
deterministic behaviour.

The system consists of a memory system with 64 Kbytes for Instructions and 64 Kbytes
for Data (SRAMs). The asynchronous memory control (main memory interface) is used to
address the PROM which contains the program to be loaded at initialization. With a

16 MHz SAB-R2000A and 20 ns SRAMs 10-12 VAX mips can be achieved. The worst
case reaction time to an interrupt is 7 to 9 instructions, which consists of the system
overhead until the user interrupt routine takes control. In this case, due to the fact that
everything is in the SRAM’s it takes only one cycie per instruction so the response time
to an interrupt is 7 to 9 machine cycles {420-540 ns).
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Instruction Set Summary

The following section is a table of the instructions available in the SAB-R2000A. The
instructions are listed in alphabetical order. For a more detailed description of the
operation of each instruction refer to the "SAB-R2000A Users Manual". A chart at the
end of this section lists the bit encoding for the constant fields of each instruction.

Instruction Notation Convention

The table that follows is split up into three columns: Instruction, Format and Operation.
The Instruction column contains the mnemonic name of the instruction and its meaning.
The instruction format {refer to figure 10) and Assembly language notation, for each
instruction, is listed in the Format column. The Operation column describes the operation
performed by each instruction using a high level language notation. Special symbols used
in the notation are described in table 4.

Table 4
SAB-R2000A Instruction Operation Notations

Symbol Meaning
“ Assignment
I Bit string concatenation
Xr Replication of bit value x into a y-bit string.
Note that x is always a single-bit vaiue.
Xy z Selection of bits y through z of bit string x. Little-endian bit notation is always
used. If y is less than z, this expression is an empty (zero length) bit string.
+ Two's complement addition
- Two's complement subtraction
* Two's complement multiplication
div Two's complement integer division
mod Two's complement modulo
< Two's complement less than comparison
and Bitwise logic AND
or Bitwise togic OR
xor Bitwise logic XOR
nor Bitwise logic NOR
GPR[x] General Register x. The content of GPR[0] is always zero. Attempts 1o alter the
content of GPR[0] have no effect
CPR[z x] Coprocessor unit z, general regisler x
CCRJz.x] Coprocessor unit z, contral register x
T+i Indicates the time steps (CPU cycles) between operations. Thus, operations
identified as occurring at T+ 1 are performed during the cycle following the one
where the instruction was initiated. This type of operation occurs with loads,
stores, jumps, branches and coprocessor instructions.
vAddress Virtual address
pAddress Physical address
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In the |_oad/Store operation descriptions, the functions listed in table 5 are used to
summarize the handling of virtual addresses and physical memory.

Table 5

Load/Store Common Functions

Function Desription

Addr Uses the TLB to find the physical address given the virtual address.
Translation The function fails and an exception is taken if the entry for the page

containing the virtual address is not present in the TLB (Translation
Lookaside Buffer).

Load Memory

Uses the cache and main memory to find the contents of the word
containing the specified physical address. The low-order two bits of
the address and the access type field indicate which of each of the
four bytes within the data word need to be returned. If the cache is
enabled for this access. The entire word is returned and loaded into
the cache.

Store Memory

Uses the cache, write buffer, and main memory to store the word or
part of word specified as data into the word cantaining the specified
physical address. The low-order two bits of the address and the
access type field indicate which of the four bytes within the data word
should be stored.
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Instruction Set Summary

npu9
186181+ Dd - Od

0la7 0) {enb3

uoyl uoNIPUOd I L+ | 10 uey) 181es.ln

(0=t [s1]ydD} ~ uompuod 19840 ‘st 7394 uo youe.g

20 119SHO | 11 (51@syo) — 19b1e) L ‘odA1-| 7394
Npud

j9bie) + Od ~ Od

UaY) UOIHPUOD | TL+ | lenb3

( ]ddD = [s1]9dD) ~ vonpuod 19syo 'Y 's1 38 uo youeig

z0 119SH0 | p1{Shasyo) ~ 1obie) L radhy| 038
Jpud

jabiel + 9d - Od anil z

usyl UoIPUOI I L+ | Jjossaooudo)

[zipuondn —~ uonipuod 19S40 1Z0g uQ youelig

201 18syo| 1 (SHasyo) - 1abie 1 ‘adAy-| 11209
Jipue

19618l + Dd— Dd as|ed z

usyy uonipuod JI L+ 1 Jossao04don

[zZ]puondD jou  — uopUOD 9S40 4208 uQ youelig

201 190} y1(S11asyo) —~ 1861g) 1L B8dhy-| 4208

sleipawW| puy

(075} [s1]HdD pue aepaww )| 9,0 ~ [HHdD 1 ajelpawwl 'sJ ‘Y [ANY ‘9dAk| IANY

puy

L]gdD pue [silHdD - [p1]YdD L y's1r'ps ANY adA-y ANV

paubisun ppy

]9dD + [s1]ddD ~ {p)]HdD L U 's1‘p) nAQy ‘edAi-y Naav

paubisun

aleipaww| ppy

0"Skajeipawiwl | g5} a1epawwl) + [s1]HdD ~ [HIHAD 1| @epaww sy ‘uNAay ‘edAr| ‘niaay

ajelpawiw| ppy

0"Shajeipawi| ) (S ojeIpawwl) + [S1]HdD ~ [MIHLD 'L ajelpawwI ‘s1 ‘W |aay odA)| i[afe]

ppY

fulddD + [s1]HdD ~ [PHHID L U ‘s1'pl aay edA-y aav

uonelado 1BULIOd uonINASU|

379

Siemens Aktiengesellschaft



SAB-R2000A

Mv3dg Neasg
Jg|pueH uoidaoxy ~Dd ‘adAl-y Hv3dg
Jipua
1961e1+0d - Od
UBU) UONIPUOD §I 1L + | lenb3
(Wlado = [s1]ddn) — uompuoo Josyo ‘M 'sIgNg| 0N ue youeig
z0 119SH0 || v (Shasyo) — 10bue) L adAy) '3ING
Jpue
186i4e) + 04 ~ DOd
UBY) UOBIPUOD Ji :| + | AU
g8+ Od - [1e]ddD puy 0187 ueyj
{L = ‘£ [s1]4dD) ~ uonpuod 19810 's) TyZ11d | 587 uo youeig
z0 118SY0 | 4 (Shesyo) - 18bie) L ‘8dA)-| vZLg
Jpua
19biel +0d - Nd
ULl UOIIPUOD JI I+ | 0l9Z uey|
(| ='€[s1]ddD)} —~ vonpuod }OSH0 ‘'s1 71779 | s$S97 uo yosueug
z0 1190 t (S hesyo) — 18b1e) 1 ‘adAi-| 2119
Jpud
186181+ 0d - Od 0i87
uayl uoimpuo2 NI L+ 4 0] fenb3 1o uey)
(I01]ydD = [s1]ddD) 10 (1 = '€ [s1]4dD) ~ uompuod J9SY0 's1 7318 | SS87 UO youelg
20 1 19SH0 j p1(Shosyo) ~ 10bie) 1 ‘adAy-| :Z318
Jpud
1@bue) + Dd - Od 18z
Usy) uonipuoo it L+ uey| Jajeain
{([01]1ddD = [s1]ddD) pue (0= € [si]ddD) ~ uompuod 19syo 's1 7198 uo youeig
20 119340 | y1{Shasyo) ~ 1abie) 1 2dAy-| 'Z198
jpua
19618} + Od ~ Od NUIT puy
uayl ucipuoa i L+ 1 o0laz oy |enbg
8+ Od~ [ielddD 10 uey) Jajesln
(0 =€ [s1)ydD) — vonipuoo 19SY0 ‘s1 T¥Z3Dg uo ysueig
z0 119840 | 1 (Shesyo) - 1abiey ‘1 9dAY-| IvZ308
uonesado 1BULIOS ucnonsu|

380

Siemens Aktiengesellschaft



SAB-R2000A

dwal *Id L+1 siHr| Je1sibay dwnp
[si]lydo - dwal L ‘adA1-y o
dway 04 1 +1 SI1'pd YAV Jaisibay
g+0d * [PIHdD SI YVl | un puy dwnp
[silydD - dway 1 ‘2dAy-y HIVE
dwal - 04 L +1
8+0d ~ [1elydD 1961e) Tyr |  yuM puy dwnp
20 118b1gy | B2 LEQy - dwa) g 2dA)-p Aavr
dwa) ~Dd 1+ 1 18b6ae] 1 dwng
20 11ebaey | 82 LEDy ~ dwid) 1 2dA-p T
(1l4don0) pow ([s1]ddDi0) — IH
(l1lgdDn0) ap ([silydo10) -~ O1 1
pauyapun - |H
pauyepun -~ Q1 -1
paugapun - |H U ‘sl NAIQ | paubisun apiAIg
pauygapun - 01 g-L adAi-y NAIG
gD pow [silddD  — IH
ulHdD AP [silddD  ~ 07 L
psugapun -~ |H
psugepun - Q7 -1
pauiepun  — [H U 's1AIQ apwg
pauyspun  ~ Q1 gl ‘adA)-y ‘Al
Z Jossa001don)
elep - [prz]ynn L+l 2010 [ oL jonuo) 8o
(MlHdD - elep L ‘adA)-y 2010
z uoijesad
unjod zdoo 10888201d0D)
(unjoo -z) uonesadplossanaidor) ol ‘edAy 10s59001d0D :2d0D
Z Jlosseooud
-00 wol4
eep - [UHdD L+ 1 p1 W 204D |ONUOD BAOW
p1zlynD — erep L ‘adf-y 'zQ40
co_um._mao JY:40ER e F] uoidNAIsU|

381

Siemens Aktiengesellschaft



SAB-R2000A

Jipud
8140,8 91448 + Sl law Ig ;m:ﬁc.w +Stwaw) ~[Wjydn
asia
eia.g-91 alkag-1Ewaw | g (BM98- 1 Ewaw) - []YdD
uau ueipuabig ) L+ L
0”lssauppynr—aliq
(ssalppyd' QHOMATYH @jgeeydeuou)ilowappeo]-waw
(ssaippyA) uone|suel | JpPY ~(81gBSYDBIUDU ‘SSalppyd)
[eseqlydD + 0751195)0 | 91(51aS)0)SSaIpPYA L

(aseq) 1950 ‘U M1
'adAyy

piomjieH peo
H1

fipus
a4a.872140.8 + Lwaw | 420~ [LU]HdD
as|o
e1ka.8-vz e1ha.8- 1 Eyuaw I +z0~[Ulydo
uay) vetpuIabig i L+ 1
0"issaippya—alfg
(sselppyd ‘31 A9 ‘2I1qe2y2EDUOU) AIOWNPEDC T WOW
(ss3ippyA) uoneisuel | 1ppy —{9|qeayoenuocu 'ssaippyd)
[oseqludD + 0 SHasyo j g1 (51195h0)-$$0IppyA L

{9seq) 19510 L NG
odA-|

paubisun
aikg peo
‘Nnan

Hpus
slAa.8 791408 + ZLaw | vNAQtE.m +Lsw)- ] HAD
as19
91A0.8-p2 91A0.8-1 ELaw 1 vam;Q.wlwnEmETTh_In_o !

ueyl uelpuzbig it L+ 1

0" lssalppyAr—a1Aq

{ssalppyd ‘3| A ‘@lqeaysenuoul AIOWS N PEO T WAW

(ssaippyA) uole|suel LIPPY ~(9)1geaydRHUOU ‘sSalppyd)
[oseq)HdD + 07519840 | g4(5H18SH0) " $SB3IPPYA g

(eseq)  18syo ‘W g7
‘adAy-|

s1g peo
f:h

uonesado

jewlo4

uoRONIISU|

382

Siemens Aktiengesellschatt



SAB-R2000A

‘wew[L'zlddy L+l
0" lss0UpPYA-91AQ
(201 € '€sso1ppvd QQOM 91qeay DB DUOU)AIOWSNPEO T WaW z 108598203d0N
(s$2.ppyA) uane(suel [ Ippy ~(3|qeayoeHuUou ‘sgaIppyd) {aseq) 19s)0 ‘U ZDHMT 0} PIOAA PEOT
[eseq]ydD + 0 S1asyo | g1(51185Y0)~$SAIPPYA L ‘adAy- ZOMT
‘wow-plddD L+ L
0'lgsaippyr-aiig
(ssaippvd ‘aHOM @|gqesyoeDUOU) Aiowapeo]-WaW
(ssaippyA) uone|suel | Ippy ~(a|gesydepuou ‘ssalppyd) {aseq) 19540 ‘U M1 PIOM PROT
[aseqlddD +0'51osYo | g1(5H9S)0)~SSaIPPYA 1 radA)-| ‘M
gleipawilwl|
arelpawiwt ‘U N7 1addn peon
910 1 Sy pawwi~]HdD L ‘adA)-| N7
jipus
aika.g alkag + Shwaw | 9,0~ HlWdD
as|a
a14a.8-91 ka8~ aW | g0~ {MIHAD
uayj uepu3Big )l L+t
0" lsseippyr—-8iiq
(sso1ppyd' QHOMATVH '@lgeaydeduou)AIoWaNpeo T waw paubisun
(SSalppyA) uone|Suel LIppY ~(8jgeaydepuou ‘ssalppyd) (eseq) 19540 ‘U NH1 plomjjeH peod
[eseqlydD * 07510540 | §1(5119S}0)~SSAIPPYA L ‘2dA)-| ‘NHI
uonesado jeuioy | uonoNIsy|

383

Siemens Aktiengesellschaft



SAB-R2000A

Z 10ss920,do9)

eiep - (Ulddo L+ 1 pi M ZDAN WoJ4 30N
[prz]ydD - erep L :adA1-y ZO4N
Z 10ssa201do)
[0UOD) WBISAS
elep - [WgdD i+ 1 PR RO E T wold aA0N
[proludd erep L 'adAi-y ‘004W
Hpua
a40.9 + 8" LBwaw | AHAA8¥2 L[]y dD-11]HdD
9s|9
elAa.8-+Z LEwaw | Q>D.m+m:5_”twmn_mu‘T.__Kn_mu
uay) uelpu3big L+ 1L
jipua
AmmmﬁU{Q_E.E-DEO\S_EE.m_nmmcumocoEEoEmEO@OJLE@E
os|o
(z01 € ssauppyd'alig’a|geayoeDuoulAIoWa PR WA W
usy) uelpuzbig
0”'lgsaippya-91Ag
(ssaippyA) uone|suel ] Ippy ~(8|gedyoR)UOU '$S3IPPY) (9sBQ) 19540 ‘U HMT [ BIY PIoAA PO
[eseq]ddD + 0 SHasHo | 91(5118510)~SSBIPPYA 1 ‘odA)-| "M
jipua
0"9MA8-€Z[]YdD | 098 + Lwaw—~[H]gd4D
os|a
0”128y 4y 4 0 a8 lEwaw-[Ulydo
uayl uepu3big §i 11+ |
jipus
(z01 ¢ " ‘Essauppyd aliq’a|gesysepuou)liowa peo-waw
asio
(ssaippyd 9lAg-gUOM ' 2]geayIeUCU) AIOWSNPRO T~ WSaW
uay) ueipu3oeg §i
0" tssaippya—8liq
(ssalppyA) uone|suel ] Ippy —(9|geayoeuou ‘ssalppyd) (9seq) 19510 ‘U IMT| 49T PIOAA PROT
[oseqlddD +0"Shasyo | gi1(5hasyo)-ssaippya L 19dA)-| M
uonesado 1BWIOS uoRINASY|

384

Siemens Aktiengesellschaft



SAB-R2000A

U ‘sl ‘Pi HON ION
(WiddD +ou [s1)ddD ~ [PIHdD 1 ‘adA1-y ‘HON
mm:m@u ~H
0ig -0
(lulgdon o)d(silddoio) - ) L
pauyepun -~ |H
pouyspun - Q7 -l paubisun
pauyapun  ~ jH WSt NN Adninpy
pasuyapun - Q7  g-i :adA-y NLINW
e¢EEY -~ IH
e - 01
Mlddo.[silddo - ) 'L
pauyapun - |4
pauyapun -~ Q7 -1
peuyepun - |H wst 1IN Adnimin
pauapun -1 g-L ‘adA1-y 1NN
[siludD - 07 1
paugepun - Q7 -1 sJOTLIN Q71 0L 9M0W
pauyspun -~ Q1 2-L ‘adA)-y 'O1LN
[silHdD  ~ IH 4
paugepun = |H -1 S1IHLW IH 01 @AON
pauyapun - |4 Z-) redA)-y AHLA
z 10ssa001don
elep ~ {przJudo L+l Pl ‘M ZOLIN 0] 9AON
WiddD - eiep L 'adA-Y 201N
Jossaooudon
[leJ)lileig]
erep - [prolddD b+ L P1 W OOLIN |WalISAS 0 9A0W
[ulgds - eyep 1 adAy-y 001N
PI'OTJN | O woid 8AoW
01~ [P1HdD L ‘adA)-y qoREld
pr IH4W |H Wwoi4 AN
IH ~ [P1]ddD L ‘0dAy-y AH3IW
uonesado 1BUIOS uonRonIsu|

385

Siemens Aktiengesellschaft



SAB-R2000A

BjqEBIIeA
SJ U P4 ATIS | (801607 Y87 HIUS
0" ¥[s1jygnQ | 0 (7 s10dO 1€l dD ~ [PilYdD 1 ‘adAy-y ATIS
ueys
Y 'pl 118 | 1201607 Y37 YIYS
yweusQ | 0WRYSIE[UTHAD ~ [PAHAD L 2dA)-| 118
{ssaippyd ‘elep ‘QHOMATVH ‘21gesudeDuou) AIOWaN2I0IS | + |
lpus
o1ha.g0 | 07 MABTLEN]y g9 -eep
as|a
alha.g-510 | 0 A8+ Sl [ulydo-erep
uayi ueipu3big 4)
0”"lssasppyr-9lLg
(sseippyA) uone|suel | Ippy ~(3|geaydeuou ‘$$aippyd) (95eQ) 195H0 ‘W HS | plomyieH 31015
[eseqlddD + 07518540 | g1(511951j0)~$SBIPPYA L 2dA)-| ‘HS
(ssolppyd ‘Blep ‘JiAg ‘d|geaydeHuou) AIOWINSINS L+ 1
ipua
o1ka.g0 | 0 BAB-LE[L]YgD-elep
as(0
aika.g-ve0 | 0 398+ L{u]ydo-elep
uay ueipu3big y
0" tssalppyAa—aliq
(sSappyA) ucne|suel] ippy —~(a|geayoenuou ‘'ssaippyd) (aseq) 19syo ‘U 99 aig 21013
[eseqlydD + 0 Shosyo | gi(5119SY0)~sS3IPPYA 1 ‘odAy- ‘9S8
uondaosxy
w014 2J01S9Y
¢ SHG Y BYS ~ HS L 34y ‘adA-y ‘344
ajeipaww ‘sl ‘U [HO aleipaww] JQ
(07S!{su]ydD 40 arepawiwi)p 9V 1E[s1]ydD ~ (MO L ‘adAy-| qHO
U 'S1'pI HO 10
M14dD 40 [s4]hdD ~ [pllHdD L '0dAl-Y 'HO
uonesado 1ewod uonRoINIISU|

386

Siemens Aktiengesellschalft



SAB-R2000A

a|qeliep [(embo

S1 U 'PI ATHS Wby yus
O MSEdD LE[UIU DD 0 psiugn0 * [PAHD ‘1 adAry ‘ATHS
reo160q
JWeys ‘M ‘p) 14s Wby Yius
WU LE[U]Y gD | weys0 ~ [plddD 4 ‘adA-y dS
a|qelen
andwyiY
- ) S1 'Y 'PI AVHS wbig yug
(© "(808dD) eI D 1 0 prsiugs! FEMIHLD) ~ [PIHLD L ‘adA)-y 'AVHS
nBWILYUY
Jweys ‘U Pl yys Wiy Yius
WRUSTLE[L] gD | jweys{ FE]HAD) ~ [PI]HdD L ‘adA)-y ‘WHS
Jpua
2e0 ~ [P1ydD
asje paubisun uey]
L1 1g0 ~ [pAlddD U stplNls $$97 U0 193
uay: ((U]ggoi 0) >(fsildd4D1 0) i L ‘adA)-y ‘NLIS
ypua
ze0 ~ {Mludo paubisun
as|e {le|Ipawll} uey |
L1 g0 ~ [M]HdD sleipawwi 's1 U N|LI1S $887 U0 185
uay (0"Stereipawuwig g1 (Stareipawwi 0)>([s119dD1 0) I L edAy- NILIS
Jpus
ze0 ~ [MIHdD
as|e alelpawwi} ueyl
L1ig0 ~ [MddD alepawu ‘s Y (118 $$97 U0 198
uay (0"S!ajeipawwig g4 (5t ojeipoww)) > [s1]HdD # L ‘adAr- 1178
Jipua
ze0 ~ [P1]HdD
as|e ueyj
L1 1e0 ~ [PHYdD 1 's1 Pl 1S $587 U0 189S
uayl (MHdD > [s1]ddD # 'L ‘edA-y ‘118
:o_um‘_mmO 1BUIOS uonionlIsy|

387

Siemens Aktiengesellschaft



SAB-R2000A

ppua

(z0 1 ¢ 'essaippyd elep 9)Aq a|geayoe)uou) AIOWINII0IS

5%13

(sseippyd elep slAg-GHOAM BIgBaYIBJUOU} AIOWSIABI0IS

uay) ueipuabig y L+ 1
jipus
SUABFZIE[U]HID | slha.g-pe0 “BIEP
as|9
o1A9.871€[11] Y 4D | e14q.80~EIEP
uay) uepulhig
07lgsaIppyAr-alAq
(sS2JpPYA) UCR|SURL ] IPPY ~(d|qRaydBHUOU'SS3IPPYd) (25€Qq) 18540 ‘U TMS | 49 pIOp 81015
[eseqlydD + 0 511asYo | g,(5h19s)0)-ssaippya L ‘adAy-| IMS
(z01 ¢ ‘Essaippyd ‘eiep ‘G| ‘algeaydeHUoU) AJOWBNI0S L+ 1
zlydo-eyep 7 108s8201d0D)
(ssaIppyA) uoneisuel ] Ippy ~(s|gesyosenuou ‘ssaippyd) {8se(q) 18SH0 ‘U ZDMS | W) PIOAA 91018
[oseqlddD + 9 Shasyo | g.(S11asYo)-SSaIPPYA 1 9dAy-) ZOMS
(ssaippvd ‘Blep ‘QHOM ‘dldeaydenuou) AICWBNBIoIS | + |
(WlddD-elep
(ssaippyA) uoneisuel 1 Ippy —~(2)geayaeuou ‘ssaippyd) (9seq) 1a9syo ‘U MS picAA BI01S
[oseq]lydy + 9 Shaspo | g1(51195)0)-$SaIPPYA 1 :0dA)-| 'MS
Y 'si'plgns joeiqng
lydD- [si]ddD - [PA]ddD L ‘adA}-y ans
paubisun
H ‘sl 'pinNgns 1o igng
MlddD- [s4]4dD ~ [P1]HdD g ‘odAi-y ‘nans
uonesado jeuno4 uonoNnSuUj

388

Siemens Aktiengesellschaft



SAB-R2000A

Qreipawiwl ajeIpawiy
's1 U IHOX 10 9AISNIIX]
(0'S}{sa]ydD sox orepawwy) § 9 1E[si]ydD ~[M1HdD 1 ‘odAy- IHOX
U 'S) ‘ps HOX 10 ansnox3
jydD sox [si]HdD “[P4]YdD 1 adAy-y HOX
Anua gyt
o7Anugy -0 (8 Chwopuey]alL HME11l| wopuey 8lum
IHAQUT ~2E €9[8 ClwopueylglL L ‘adA-y ‘Hmanl
Anue g1
07Anqug -0 LE[8 €ixapu)] gL IMB1L| Pexapuj alum
IHAnUT ~2€ €9[8 Cixapuy] gL 1 '9dAy-y IMB1L
Anuve g1
071E[8 €lxapuy} gL -07AnUT ygll| pexaepul peay
¢€ €9[8 Eixapu)) g1 IHANUZ L rodA-y Hg1l
10jpud
jpud
g0 10 51y g0 ~xapu|
uayt (((% Ay =8E7Erg)) Jo 8g1)
pue (ELtEigAnug = [1]¥%€9g7 1)) i Anua Buyoew
L-S8LUIFIL 0 Ul 1 10} dg91Ll| 103 811 2qoid
1£0 1 L ~"X8pu| L ‘ad -y 4811
TIVOSAS I1eD walsAg
18|pueHuondaox3 - Od ‘2dA)-y TIVOSAS
npua
(ssa.lppyd'eiepalfg-QHOM BIGESYIEDUOL) AIOWIWSI0IS
as|a
(z0 127 Essaippyd ‘elep 91AQ 9lqesydenuou) AlcwanaIols
uayl uelpudbig g L+ |
Jtpua
aika.g0} 0" OMAE-IE[U]H4D ~elep
as|o
MAq.g-4201 0 A8+ L{LlydD-eiep
uay) uepu3big p
0 Issaippya—-aihg by
(ss2ippyA) UonE|SURI | IPPY ~(algeaydenuocu ‘ssalppyd) (oseq) 19SH0 ‘U UMS PIOA D101
[asBg]HdD + 9 S118SYO | 91(5H18SH0)~SSBIPPYA 1 ‘adA)-| 'HMS
uonerado 1eWIOY uonansu|

389

Siemens Aktiengesellschaft



SAB-R2000A

Instruction Encoding

op
28..26
31.29 0 1 2 3 4 5 6 7
0 |SPECIAL [REGIMM | U JAL BEQ BNE | BLEZ | BGTZ
1| ADDI | ADDIU | SLTI | SLTIU | ANDI ORI XOR LUt
> | copo | copt | cop2 | cops ® ® ® ®
3 & & ® ® ® @ ® @
4| LB LH LWL LW LBU LHU LWR ®
5| SB SH sSwiL SW ® ® SWR ®
6 ® LWC1 | LWC2 | LWC3 ® ® ® ®
71 ® SWC1 | swc2 | swca ® ® ® ®
SPECIAL function

2.0
53 0 1 2 3 4 5 6 7
0| SLL ® SRL SRA SLLV ® SRLY | SRAV
1 JR JARL ® ®  |SYSCALL| BREAK ® ®
o [ MFHI | MTHI | MFLO | MTLO ® ® ® ®
3 [ MuLT [MuLTU | DIV DIVU ® ® ® ®
4| ADD | ADDU | SUB | SUBU | AND OR XOR NOR
5 ® ® SLT SLTU ® ® ® ®
6 ® b2 ® @ ® & ® &
7 @ b2 ® @ ® ® @ &

REGIMM rt
18..16
20.19 0 1 2 3 4 5 6 7

0| BLTZ | BGEZ ~ - ~ ~ ~ ~
1 ~ ~ ~ ~ ~ ~ ~ ~
2 |BLTZAL |BGEZAL ~ ~ ~ ~ ~ ~
3 ~ ~ ~ ~ ~ - ~ ~

® Codes marked with a *®' cause unimplemented instruction exceptions and are reserved for future
versions of the architecture.

~  Codes marked with a '~ are not valid and are reserved far future versions of the architecture. The results
of such an encoding are undefined.
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COPzrs
23.21
25..24 0 1 2 3 4 5 6 7
0 MF ~ CF ~ MT ~ CT ~
1 ~ ® ® ® ® ® ® D
2 CO
3
COPz rt
18..18
20..19 0 1 2 3 4 5 6 7
0 | BCF BCT ~ ~ ~ ~ ~ ~
1 ~ ~ -~ -~ - ~ ~ ~
2 ~ ~ -~ ~ ~ ~ ~ ~
) ~ ~ ~ ~ ~ ~ ~ ~
COPO function
2.0
4.3 0 1 2 3 4 5 B 7

0 ~ TLBR | TLBWI ~ ~ ~ | TLBWR ~
1| TLBP ~ ~ ~ ~ ~ ~ ~
2 RFE ~ ~ ~ ~ ~ ~ ~
3 ~ ~ ~ ~ ~ ~ ~ -~
4 ~ ~ ~ ~ ~ ~ ~ ~
5 ~ ~ ~ ~ ~ ~ ~ ~
6 -~ ~ ~ ~ ~ ~ -~ ~
7 -~ ~ ~ ~ ~ ~ -~ ~

® Coties marked with a '@ cause unimplemented instruction exceptions and are reserved for future
versions of the architecture.

~  Codes marked with a'~' are not valid and are reserved for future versions of the architecture. The results
of such an encoding are undefined.
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Resetting the SAB-2000A

The Reset# input signal is used to force processor execution to start at the reset vector
(reset exception servicing routine) and to initialize the processor state. The Reset# signal
must be asserted for a minimum of 6 cycles to guarantee processor initialization. After a
reset has occured (i.e. before the exception handling routine has been executed) the
following processor state is guaranteed:

® KUc, the current Kernel/User bit, is zero corresponding to Kernel mode.

® |Ec, the current interrupt enable bit, is zero corresponding to interrupts disabled.
e TS, the TLB shutdown bit, is zero correspanding to TLB enabled.

® SwC, the Swap Cache bit, is zero corresponding to caches not swapped.

e BEV, the Boot Exception Vector bit, is one corresponding to selection of the bootstrap
exception vectaor.

® The Random register is set to 63.

When the Reset# signal is deasserted in the n th cycle, the logic levels on the 6 interrupt
pins during the n-2 and n-1 cycles are sampled by the processor to determine various
processor operating modes such as Endianness, Cachelessness, Test efc. The last two
cycles before the cycle in which the Reset# signal is deasserted are called the ¥ and Z
cycles, respectively. Figure 34 illustrates these two cycles. The Reset# timings are des-
cribed in the Timing Parameters section.

Figure 34
Y and Z Cycles on Reset# Deassertion

Phase | 1 ‘ 2 ‘ 1 I 2 ‘ 1 |

SysOut# _/_\_/___\_—/_

PhiOut# / \ / \

Phase2¥Modes | Phase1ZModes | Phase2ZMoedes

Mode ‘ PhasetYModes

A O ED OO EN.E
Reset# /

MPTD0831
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The Mode Select Summary Table, given in the Pin Definitions and Functions section,
summarizes the processors mode selectable features and is reproduced here.

Table 6
Summary of Mode Select

Y Cycle Modes Z Cycle Modes

Interrupt#

Phase 1 Phase 2 Phase 1 Phase 2
INt#(0) Reserved Reserved Reserved Big Endian#
Int#(1) Reserved Reserved Reserved Tristate#
Int#(2) Reserved Reserved Reserved NoCache#
Int#(3) Reserved Reserved Reserved BusDriveOn
Int#(4) PhaseDelayOn# | PhaseDelayOn# | Asserted# PhaseDelayOn#
Int#(5) Reserved Res5rved Asserted# R2000Md

Note that all reserved modes in this table must be driven asserted to guarantee
compatibility with future processor revisions.

Asserting PhaseDelayOn# causes the processor to insert additional phase delay into its
input clock paths. This additional phase delay allows coprocessors to minimize their
skew, i.e. phase lock to the SAB-R2000A.

Byte order or Endianness is determined by the value of BigEndian#. Assertion will resuit
in Big Endian ordering, while deassertion will result in Little Endian ordering.

Assertion of Tristate# causes the processor to tristate all of its outputs. In this condition
the processor outputs can be driven by an external medium.

When NoCache# is asserted all memary references are forced to occur at the processor
cycle rate, i.e. no cache miss stalls occur.

Data and Tag buses are driven during phase 2 of write busy and coprocessor busy stalls
when BusDriveOn is asserted. If the Data and Tag buses are not being driven externally
during these stalls and fast TTL inputs are connected to the bus, the BusDriveOn should
be asserted to prevent bus oscillation due to the bus being pulled to the trip point of Fast
TTL.

In the Mode Select Summary Table "#" means active low. This means, for example, in
phase 2 of the Z cycle, if Int#0 has logic value low, Big Endian mode will be selected. On
the other hand, if Int#0 has logic value high, Little Endian mode will be selected (i.e. the
opposite).

Note that the Reset# signal must be asserted asynchronously and deasserted syn-
chronously with the output Clock SysOut#. The reason for asserting Reset# asyn-
chronously is to avoid a possible dead-lock if the Sysout# is used to clock it. More
detailed information can be obtained in the "MIPS R3000 Processor Interface”
specification and in a MIPS application note entitled "Resetting the R3000 and R3010".
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The Reset Exception itself occurs when the Reset# signal is asserted and then deasser-
ted. The Reset exception vector is selected to appear within the uncached, unmapped
memory space (kseg1) of the machine so that instructions can be fetched and executed
while the cache and memory systemare stillin an undefined state. The Resetexceptions
special interrupt vector is Oxbfc00000. This is a virtual address and residesinksegl as
explained in the Memory Management section. Kseg1 is direct mapped into the first 512
Mbytes of physical memory and the physical address is defined by subtracting
0xa0000000 from the virtual address of the reset exceptions interrupt vector, which yields
0x1fc00000. This can be seen in figure 35, which illustrates the sequence of events when
Reset# is deasserted, i.e. when the processor comes out of reset. As can be seen the
address (physical) on the Tag and AdrLo Buses is Ox1fc00000, as expected. Reterto the
Timing Specification section for the notation.

Figure 35
Reset Behavior

Instr
stall l t CacheMiss \

cycle | Run | Run | Run | Run | Run | Stall | Stall | Stall |Fixup | Run |
phase 121 l2] ]2l 2[1] 2] 2] 1]2]1]2[ 1] 2} 1] 2]
Data —(—D—
Tag iFcoo____ —(O0—
AdrLo 0 Q0 0E

Rt N\ /[
MemRd# \ /
RdBusy \-————/_
Run# / | U
Exception# [\ [\ [N\ [ \_f_\_l_
Interrupt#  Mode A
Reset# e

MPT00832
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Timing Specifications

Absolute Maximum Ratings

Ambient temperature under bias
Storage temperature

0to

+70 °C

-B5to +150 °C

Supply Voltage (Vo) -051t0 +7.0V
input voltage (Vin) -051t0 +70V
Load Capacitance on any Pin (C4} 100 pF
Note: Stresses above those listed under "Absolute Maximum Ratings ™ may cause

permanent damage to the device. Expasure to absolute maximum rating
conditions for extended periads may affect device reliability.
Not more than one output should be shorted at a time. Duration of the short
should not exceed 30 seconds.

DC Characteristics
Ta=0to +70 °C; Vo =5V +5%

Parameter Symbal Limit values Unit| Test
125 MHz | 16.67 MHz 20 MHz condition
min. [ max. |[min. | max. | min. | max.
Operating Parameters
Outpul HIGH voltage | Vou 35 - 35 - 3.5 - Vo |Vee=min,
Jon = —4mA
Output LOW voltage | Voo - 0.4 - 0.4 - 0.4 VvV [Vec=min,
fop = 4mA
Input HIGH voltage | V4 2 Vee 2 Vee 2.0 Vs v
+0.25 +0.25 +0.25
Input LOW voltage v, -0.5"| 08 - 0.5 0.8 - 0.8 v
Input HIGH voltage | Vg2 |25 Vee 3.0 Vee 3.0 Ve Vv
+0.25 +0.25 +0.25
Input LOW voitage Vie2 |[-0.5104 -0.51 04 - 0.4 Vv
Input capacitance Cn - 10 - 10 - 10 pF
Qutput capacitance | Co; - 10 - 10 - 10 pF
Operating current lee - 550 - 600 - 630 mA [V =5.25V
1) VL min. = - 3.0 V for pulse width less than 15 ns

2) Vs and Vy s apply to CIk2 X Sys, Clk2 x Smp, Clk2 x Rd, Clk2 X Phi, CpBusy, and Reset#.
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AC Characteristics
Ta=010 70 °C; Ve =5V 5%

Note: All output timings are given assuming 25 pf of capacitive load. Output timings
should be derated where appropriate as per the table befow.

All timings referenced to 1.5 V.

Parameter Symbol Limit values Unit | Test
condition
12.5 MHz 16.67 MHz 20 MHz

min. | max. | min. | max. | min. | max.

Clock Parameters 3)

Input clock high toikHigh | 16 - 8 - 10 - ns Transition < 5ns

Input clock low fokiow § 16 - 8 - 10 - ns Transition = 5ns

Input clock period | toie 40 1000 | 30 1000 | 25 1000 | ns

Clk2x Sys to 0 teye | O teye 10 tow | DS
Ctk2 X Smp a 4 4
Clk2 X Smp to 0 tege |0 teye | O toyw | NS
ClkZ xRd a 4 4
Clk2x Smp to 11 fow |9 foywe |7 tog | NS
Clk2 x Phi 4 4 4

Run Operation Parameters

Data enable tDEn -1 -25]-1 -2 - -2 ns -
Data disable toDis 0 -1 Q -1 0 -1 ns -
Data valid toval - 3.5 - 3 - 3 ns 25 pF Load
Write delay twibty 0 7.5 0 5 0 4 ns 25 pF Load
Data setup tos 115 | - 9 - 3 - ns -
Data hold toH -25 |- -25|- -25;: - ns -
CpBusy setup tces 15 - i3 - 11 - ns -
CpBusy hold tceH -25] - -25|- -25]- ns |-
Access type(1-0) tacTy 1 10 1 7 - 6 ns 25 pF Load
Access type(2) taTo 1 20 1 17 - 14 ns 25 pF Load
Memory write tawr 1 10 1 7 - 23 ns 25 pF Load
Exception texc 1 10 1 7 - 7 ns 25 pF Load

3) The clock parameters apply to all four 2xClocks: Clk2 X Sys, Clk2 X Smp, CLK2 xRd. and Clk2 xPhi.
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AC Characteristics (cont’d)

Parameter Symbol Limit values Unit | Test
condition
12.5 MHz 16.67 MHz 20 MHz
min. | max. | min. | max. | min. | max.
Stall Operation Parameters
Address valid tsaval - 38 - 30 - 23 ns 25 pF Load
Access type tsacty | — 35 - 27 - 23 ns 25 pF Load
Memory read tMRal 1 35 1 27 - 23 ns 25 pF Load
initiate
Memory read tMRAT 1 10 1 7 - 7 ns 25 pF Load
terminate
Run terminate tsu 5 25 5 17 - 15 ns 25 pF Load
Run initiate tRun 5 10 5 7 - 6 ns 25 pF Load
Memory write tsmwr |9 35 5 27 - 23 ns 25 pF Load
Exception valid tsExe 5 28 5 20 - 18 ns 25 pF Lead
Capacitive Load Deration
Load derate Co 0.5 2.5 0.5 2 0.5 1 ns/
25pF
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As described earlier the SAB-2000A supports interfaces to external cache, main memory
and coprocessors. This section describes the timing parameters and operation of the
important cases for each of these interfaces along with Interrupt, Reset and Multi-

processing examples.

Operation Fundamentals

A "cycle" is the basic instruction processing unit of the SAB-2000A processor. Cycles in
which forward progress is made, i.e. an instruction is retired, are called "run" cycles. An
instruction is retired either by its completion or in the presence of an exception its
abortion. Cycles in which no forward progress is made are called "stall" cycles. Stall
cycles are used for resolving urgent situations such as cache misses on loads, write
system busy during stores, and coprocessor interlocks. All cycles can be classified as
either run cycles or stall cycles. There are four types of stall cycles: "wait" stall cycles -
simply known as stall cycles; "refill" stall cycles - which occur only during main memory
reads; "multi-processor” (MP) stall cycles - allow the memory system to read or
invalidate specific data cache entries; and "fixup” stall cycles - occur during the final
cycle of the stall and are used in general to fix up the conditions which caused the stall.
Processor transactions which occur during the first half of the cycle are called phase 1
transactions while those which occur during the second haif of the cycle are called phase
2 transactions. Figure 36 summarizes the cycles in the SAB-2000A.

Figure 36
SAB-R2000A Cycles

cycle
run stall
wait refill MP fixup
(stall)

MPAQ0833
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As described earlier coprocessors maintain synchronization with the SAB-2000A by
monitoring the signals Run# and Exception#. Run# is asserted by the SAB-2000A during
run cycles and deasserted during stall cycles. When Run# is deasserted during the

n th cycle, the coprocessor{s) disregard(s) the instruction-data pair presented during the
n-1th cycle. When Run# is reasserted during the m th cycle, the coprocessor(s) take(s),
as a replacement for the instruction-data pair which was disregarded, the instruction-data
pair presented during the m-1 th cycle — which was the final fixup cycle for whatever stall
sequence was occurring.

Exception# is used by the coprocessor(s) to track exception related information during
run cycles and stall related information during stall cycles.

e During phase 1 of run cycles Exception# indicates whether an exceptionhas occurred
for the instruction which is currently in its "writeback" pipestage. Unless the exception
is occurring as a result of an interrupt request by the coprocessor, the assertion of
Exception# prevents any state from being committed in the coprocessor.

e During phase 2 of run cycles Exception# indicates whether an interrupt request is
being granted for the instruction which is currently in its "memory access” pipestage.

e During phase 1 of stall cycles Exception# indicates whether the current stall cycle is a
fixup cycle. When a fixup cycle is occurring, it is guaranteed that the data present on
the Data bus is valid. The coprocessor uses the fixup indication to qualify the use of
data sampled from the bus during the stall.

e During phase 2 of stall cycles Exception# indicates whether the current stall is a
Coprocessor Busy stall.

The use of the Exception# signal is summarized below.

Table 7

phase 1 phase 2
Run Exc1W# INtGr2M#
Stall Fixup1# CpBusy2#
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Processor Input Clocks

The SAB-R2000A has tour separate double frequency (i.e. in a 16 MHz system these
clocks are 32 MHz) input clocks. They can be adjusted to obtain optimum positioning of
cache interface signals. The absolute timing of these clocks with respect to the
processor outputs is undefined, only the differences are important. A short description of
these four clocks follows.

Clk2 X Sys:
is the master clock and must lead all others. It determines the position of SysOut#
(the processors output clock) with respect 1o Data, Tag and Address buses.

Cik2xSmp:
determines the sample point for data coming into the processor on ail processor
inputs except those coming directly from coprocessors.

Clk2xRd:
controls output enable time and provides sufficient address access to sample address
hold from end of write, and data hold from end of write.

Clk2xPhi:
determines the position of the internal phases, phase 1 and phase 2.

Table 8 illustrates the 2 X Clock dependency of the processars timing controlled outputs.
Outputs are referenced only to "rising edges” of the 2 x Clocks. The assertion
dependency is indicated by 1 and deassertion by | .

Table 8
Clk2xSys | Clk2xSmp Cik2xRd Clk2x Phi
ICik#, DCIk# ! 1
IRd, DRd 1 1
IWr, DWr 1l
SysQOut# 11
Data, Tag il t
Address 11
All Others Tl

Figure 37 shows the four 2x input clocks.
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Figure 37
2x Input Clocks
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In the timing diagrams which follow, timing specifications are given relative to a shifted
version of the processor output clock SysQut#. The clock is called PhiOut# and is a
virtual clock, i.e. the processor does not actually produce this output. It is shown in the
timing diagrams for reasons of clarity, because its period is synchronous with a machine
cycle. The shift amount is equal to the difference between Clk2 x Sys to Clk2 X Phi and,
as is shown in figure 37, is tsys. Also, in the timing diagrams Clk2 % Sys and SysOut# are
shown to clarify the relationship between these signals.

In reality SysOut# is produced rather than PhiQut# since this provides a signal with timing
appropriate for synchronizing system transactions to the processor. Timings are given
relative to PhiQut# since this makes determining the position of the input clocks the most
straightforward. The timing of any output with respect to SysOut# can be determined from
its timing with respect to PhiOut# by adding tsys.
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Timing Diagram Notation

The following timing diagrams describe various transactions of the processor. Table 9
illustrates the notationa! conventions used in these diagrams.

Table 9
Character Meaning
| Instruction
D Data
# Active low
% An incorrect datum
! An unused datum
Z The high impendance state
Ad Address
in into processor
out out of processor
LT not valid or Don’t Care
Cache Timing

Cache operation was explained in the Interface section. Figure 38 illustrates cache
operation and timing. During run cycles the Access Type bus, AccTy2:0, indicates
whether or not a phase 2 transaction is scheduled for that cycle and the size of the
datum being transferred. Table 10, below, summarizes AccTy encoding during run

cycles.
Table 10
AccTy(2) AccTy(1:0) size

1 XX no transaction
0 00 byte
0 01 half word
0 10 tribyte
0 11 word
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Main Memory Reads

When a LOAD misses in the cache, a main memaory read is initiated. Main memory reads
are supported by read busy stalls and the MemRd#, RdBusy. Table 11 summarizes the
meaning of the AccTy2:0 bus during main memory reads.

Table 11
AccTy(2) AccTy(1:0) size type
0 00 byte uncached/unkown
0 01 half word uncached/unkown
0 10 tribyte uncached/unkown
0 11 word uncached/unkown
1 X0 word cached/data
1 X1 word cached/instruction

Figure 38 illustrates a singte word transfer. Entry into the stall is indicated by the asser-
tion of MemRd# which occurs in the cycle foliowing the one in which the LOAD missed.
During the stall the SAB-R2000A presents the read address on the AdrLo and Tag buses
and tristates the Data bus. This state is maintained until RdBusy is deasserted. RdBusy is
deasserted during phase 1 of the cycle in which the memory system will provide Data
and Data parity on the Data bus. This is the termination of a read busy stall cycle.

The cycle following that in which RdBusy is deasserted is the fixup cycle. During this
cycle the appropriate cache is written (in this case the Data cache) with the data returned
by main memary. Simultaneously, the generated Data parity, Tag and Tag parity are also
written to the cache.

Note: The cache write does not occur if the stall was due to an uncached reference.
The processor resumes run operation on the cycle following the fixup cycle if
no other stall is pending.
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Figure 38
Cache Timing
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Main Memory Writes

Main memory writes are accomplished through a write buffer which accepts writes at
cache speeds. A write is indicated to the Write Buffer by the assertion of the MemWr#
signal. If the write buffer becomes full and a further write is attempted it causes a write
busy stall, this is illustrated in figure 39. The first write (Store) shown fills the write buffer
causing it 1o assert WrBusy#. The write which is attempted in the next cycleisnotaccepted
by the write buffer and is redone by the processor during the fixup cycle. The write busy
stall is terminated when the write buffer deasserts WrBusy# to indicate it can accept
another write. The cycle following its deassertion will be the fixup cycle, where the write
to the Write Bufter (Main Memory) is redone.

Interrupts

The SAB-R2000A has 6 general purpose interrupt inputs which are sampled during
phase 2 of ail run and fixup cycles. After causing an interrupt exception to occur, the
interrupts continue to be sampled during each phase 2 to provide a level sensitive indi-
cation of the active interrupi(s). Figure 40 shows the Interrupt Timing.

Reset Timing

The Reset# input is used to force processor execution starting at the reset exception
vector and to initialize processor state. Its operation is expiained in the Resetting the
SAB-R2000A section. Figure 41 illustrates its timing parameters.

Coprocessor Timing

During run cycles, the operation and timing of coprocessor LOADS and STORES is
identical to that of the main processor. This can be seen in figure 42. To provide syn-
chronization when required, the SAB-R2000A supports coprocessor busy stalls. The
operation of such a stall is also illustrated in figure 42. The coprocessor must assert
CpBusy during phase 2 of the "ALU" cycle of the coprocessor instruction to initiate such
a stall. To terminate the stall CpBusy must be deasserted during phase 1. The cycle
following this deassertion is the fixup cycle.
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Figure 41
Interrupt Timing
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Figure 42
Mode Select Timing
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